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Conspectus:The tasks based on physics, chemistry and biology are modelled with empirical, theoretical 
or computational approaches.  The I2O (Input-to-Output) transformation through the best of best models 
remained to be black-box approaches except in the case simple regression or trees.  In the last decade, 
there was an upsurge to understand as deeply as possible the model employed, I/O transformation, 
parameter space, transformations, logic in arriving at intermediate information/ knowledge/hypothesis/ 
conclusions/ acceptance or rejection of advices.   Further, it is used to point out explicit explanation not 
only to users but also to all stake holders.  This protocol is indispensable and essential in health sector, 

CNN-58--Fit (Figure Image TableScript…)BasesPart 
6. xAI(Bfit) 2022-2023 

Probes 

Journal of Applicable Chemistry 
2023, 12 (5): 835-915 

(International Peer Reviewed Journal) 
 

http://www.joac.info
mailto:snrnaveen007@gmail.com
mailto:sr_kaza1947@yahoo.com
mailto:rsr.chem@gmail.com


AAACNN-58 BFit6.xAI.2022, 2023                                                                          836 

 

Défense, legal affairs, environmental policies, manufacure and so on. 
 
xAI:In 2015, DARPA (USA) coined the term xAI(explainable Artificial Intelligence) and within a span of 
few years, it turned out into an indispensable trans-discipline in science/engineering/technology.  Under 
the umbrella-xAI, noteworthy mathematical probes emerged enabling explanation frame for complex 
machine learning work-flows, deep neural nets, (vector/matrix) capsule nets etc.  It altogether changed the 
mode of reporting of modelling output.  The DNA approach for probes, software-tools, display methods 
follow. 
 
Tasks in Mathematical Language: Broad types of tasks with xAI are detection, classification, 
Segmentation, clustering, regression, and structure-property/ structure-function/ structure-response 
relationships. 
Disciplines employing xAI:The applied and trans-areas employing xAI are  medicine, Molecular/material 
science, environment, Nuclear physics, molecular genetics etc.    
Data types:The different data modes used as input are tabular (numerical, categorical, binary, logical), 
text (words, sentences, scripts), images (2D-,3D-, RGB), point clouds, audio, graphs, videos etc. 
Models:  Models are broadly classified as black-box, grey-box and white-box types.  They are also 
otherwise called as transparent and opaque. 
xAI-probes: The two important categories of xAI-probes are local and global.  Another division is ante-
hoc and post-hoc. 
Libraries:  Available are AIX-360.Captum, InterpretML, Skater Ecco and XATIK 
Frameworks: Are developed in Python for post-hoc XAI of DeepNNs.   Typical ones are Zennit, Captum, 
and Nvestigate 
Explanation modes:If-Then-Else, scripts, Graphical (Figures, images, videos) and multi-media (Text and 
graphs, video/audio) 
Explanation objects: Areall layersof neurons, layers of capsules, features, processes, decisions 
Explanation methods: The explanation is sometimes by simplification. But, mostly based on perturbation 
of input/output/parameters of model, gradient and the concept. 
Feature Relevance explanation in NNs is monitored and assessed by integrated gradients, guided BP, 
Layerwise Relevance propagation, Graph LRP,  Deep Taylor decomposition, DeepLift (Learning 
Important FeaTures), Concept activation, activation maximization and Prediction difference Analysis 
(PDA).  
Some other typical xAI probes are Local interpretable model-agnostic explanations (LIME), Sub modular 
pick (SP)-LIME, anchor-LIME, LORE, SHAP, Shapley additive explanations, Saliency Maps, Class 
model visualization, LOKE, Anchors,  class activation map (CAM) ,Grad-CAM, Grad-CAM++, 
SMOOTHGRAD, U-CAM, Eigen-CAM,  DeepRed, GAM, Decision Trees, LENs and BRL.The output 
(Fit: Figure Image Table Script …. Bases) of typical case studies using xAI-probes during 2022Jan to 
2023June are described. 
 
Keywords:xAI, Post-hoc, ante-hoc explanations; xAI-Probes; Local interpretable model-agnostic 
explanations (LIME), SHAP, Layerwise Relevance propagation, Partial dependence plots,Class 
Activation map (CAM), Grad-CAM; Integrated gradients;Concept activation map, Heatmaps; Saliency 
maps;;tSNE plot; Feature Relevance explanation, Rule extraction, eXplainable/ interpretableNumerical 
values,Figures; Images, Tables, Scripts. 
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Probes of xAI methods 
 

xAI.  2023-145 
Classification of XAI design methods

 
 

 
xAI.  2023-105 

 
 
xAI. 3D printing 2023-148 

XAI Techniques and Tools 
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xAI.  2023-145 

XAI methods 

 
 
xAI.  2023-150 

List of XAI studies that used EBM to explain their model prediction results
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List of XAI studies that used a rule-based system to explain their model prediction results 

 
 
xAI.  2023-081 

xAI Probes 

 
 
 
xAI.  2023-104 

Key properties of state-of-the-art algorithms 
 

 
 
 



AAACNN-58 BFit6.xAI.2022, 2023                                                                          840 

 

xAI.  2023-116 
Topology of explanations in xAI 

 
 
 
xAI.  2023-030 

xAI Taxonomy 
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xAI.  2023-030 
Relations among XAI concepts 

 
 

 
 

 

xAI. Libraries 
 
 
xAI.  2023-145 

Some of popular XAI libraries
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xAI.  

Python frameworks supporting post-hoc attribution for XAI of DNNs 
2023-155 

 
 
 

xAI.  2023-140 
Explainability toolboxes
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xAI.  2023-030 

XAI methodology 

 
 

 
xAI.  2023-030 

Deep NN 
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 (b)  Output representations at each layer 
 (c) Nearest neighbors at each layer. 

 
BagNets 

 
 Input is first split into q × q patches.  
 Each patch is passed to DNN to extract the evidence score. 
 Taken the sum of the class evidence scores overall patches to reach the final image classification 

decision 
 

 
xAI.  2023-030 

Post-hoc Explainability taxonomy

 
 
.  
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LIME   Locally Interpretable Model Agnostic Explainer 

LIME.SP  Submodular Pick 

LIME.RISE   Randomized Input Sampling to Provide Explanations,  

LIME.CluRe  Cluster Representatives with LIME 

LORE   Local Rule based Explanation 

CAM   Class Activation Map  

MMD   Maximum Mean Discrepancy 

CAV   Concept Activation Vector 
 

 

 

 
xAI.  2023-140 

Framework for comprehensible AI

 
 

Explanator Taxonomy 
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XAI metrics 
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Complete taxonomy of xAI 
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xAI.  2023-140 

xAI-Probes 
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xAI.  2023-030 

Post-hoc Explainability

 
 
 
 
xAI.  2023-030 
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xAI.  2023-140 

xAI-Probes 
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xAI.  2022-183 

Classification of some of popular XAI probes

 
 
 
xAI.  2022-183 

XAI probes
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xAI. XAI StatArb package 2022-015 

2022-044 
Block diagram of the StatArb XAI trading strategy

 
Feature selection strategies for three stocks:  

GOOGLE, IBM, and INTC 
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xAI.  2022-103 

Perturbation 

 
 

Decomposition (redistribution) 
 

 
 
 
xAI.  2022-045 

XAI methods terminology map
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xAI.  2022-045 

Workflow of Post-hoc and Ante-hoc Global XAI methods

 
 
 

 

 
 

 
 



AAACNN-58 BFit6.xAI.2022, 2023                                                                          855 

 

 

 
 
xAI.  2022-045 

Global explanation from Local interpretation SP-LIME and SHAP methods 

 
 
   

xAI.  2022-045 
Algorithm for Global Attribution Analysis for global interpretation 

 
  

xAI.  2022-045 
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Explanatory Taxonomy of 
Data and Model Driven Global Explainable methods 

 

 
 
 

 
   

xAI. Semantic Web Rule Language (SWRL) 
Semantic Representation of Deep Learning Models (SenRepDLM) 

2022-104 

Generic schema of “cloning” black-box classification models 
to the explainable form of SWRL rules 
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xAI.  2022-104 
Black-box – XAI (SWRL) transformation and integration 

Use case scenario (predictive maintenance of smart industrial assets)  
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xAI.  2022-104 
Neural network vs. decision tree example 
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(a) 20 Training samples;  
(b) Decision boundary produced by neural network; 
 (c) Two rules for the class “black” produced by the trained decision tree;  
(d) Potential error zones for the decision tree (regarding class “Black”) where the trained 



AAACNN-58 BFit6.xAI.2022, 2023                                                                          860 

 

neural network performs better; 
 (e) Two rules for the class “Grey” produced by the trained decision tree;. 
(f) Potential error zones for the decision tree (regarding class “Grey”) where the trained neural network 
performs better;  
(g) Generated samples (“corner cases” or “adversarial samples”) within the discovered potential error 
zones that could be used to re-train the decision tree aiming better classification accuracy and robustness. 
   

xAI.  2022-104 
SWRL rules generated on the basis of 20 training samples using decision tree learning algorithm and 

special Protégé plugin 

 
 
   

xAI.  2022-143 
Taxonomy of explainable artificial intelligence  
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xAI.  2022-143 
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Proposed Taxonomy for model-agnostic counterfactual approaches for XAI 
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xAI.  2022-143 
Classification of collected model-agnostic counterfactual algorithms for XAI based on different properties, 

theoreticalbackgrounds and applications 

 
  

xAI.  2022-153 
Post-hoc analysis 
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xAI.  2022-166 
Visual quality inspection pipeline 

 
 

Non-defective (good) 
Defective(double and interrupted) prints 
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xAI.  2022-167 

Integration of an ML classification algorithm 
with LIME and semantic approach 

 
 
 Black arrows:Classical way of generating and communicating explanations in a model-agnostic 

and perturbation-based way 
 Blue arrows: Explanation process of CaSE integrating a semantic approach 

  

xAI. Typical challenges of XAI. 2022-173 
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xAI.  2023-030 

LRP 
 

 
 
 LRP: Decomposes a model’s prediction function into a sum of layer-by-layer relevance values. 
 In other words, it is a Deep Talyor Decomposition of a prediction when used with ReLU networks 

 
 

PRincipal Image Sections Mapping 
PRISM 
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xAI. Principal Image Sections Mapping  2023-061 
Feature indication potential of PRISM 
Images of two wolves and one coyote 

 
 Two images of wolves and one of a coyote were used to depict the feature indication potential of 

PRISM 
+ PRISM outputs for multiple state-of-the-art models 

 
xAI.  2023-061 

Output comparison of PRISM  
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xAI.  2023-061 

PRISM detects features (mushroom) ignored by 
final CNN’s verdict 
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 Addition of salience provides a proper result 

 
 
xAI.  2023-061 

PRISM for five canine classes 
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First row: top three confidence scores for each image 
Second row:  input images 
Third row: GE PRISM 
Last one: PRISM with only exclusive colours 
 
xAI. Agricultural science 2022-153 

Partial dependence plots for  
Yield_CT (a); Tmax (b) with the data distributions (c, d)

 
 

Partial dependence plot (2D) 
 

 
A brighter yellowregion (top-left) indicates that crop yield in no-tillage is higher than conventional 
tillage,while a darker blue region (bottom-right)indicates the opposite 
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Variable importance plots 
 
 
xAI.  2023- 

(a) PDP & ICE curves(b) ALE curves

 
 
 

Feature activation maps 
 
xAI.  2022-066 

Feature activation maps  
Thyriod Nodule classification – ultrasound Data 



AAACNN-58 BFit6.xAI.2022, 2023                                                                          872 

 

 
 

 Feature activation maps for two input images from the 1st (a), 10th (b), 22nd (c), 40th (d) and 49th 
(e) convolutional layer of ResNet 

 
 
xAI.  2022-124 

Feature activation image mask A 
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Visual explanation for prediction 
 

 
 Visual explanation is a weighted linear combinations of feature activation masks for prediction of 

the class 
 
xAI.  2022-124 

Visual comparison of explanation maps generated for natural images classes predicted by CNN model 
‘Bird’,‘Borzoi dog’, ‘Spoonbill’, ‘Goose’, and ‘Harp’ 
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Insertion and deletion casual metrics AUC 

 
 (a ) original image (b) SIDU explanation map  
 (c) deletion metric (d). (e) insertion metric (f) AUC 

 
xAI.  2022-124 

Examples of Eye-tracking data collection from humans 
 to recognize given object classes ‘Model T and ‘Armadillo 

 

 
 
 
xAI.  2022-124 

Comparison of XAI methods  
Visual explanation of object classes 
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Comparison of XAI visual explanation with different levels of FGSM noise  
with human visual explanation (heatmaps) 
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LRP 
 
xAI.  2023- 

LRP 

 
 

o LRP: Decomposes a model’s prediction function into a sum of layer-by-layer relevance values. 
o LRP can be thought of as the Deep Talyor Decomposition of a prediction when used with ReLU 

networks. 
 
 
xAI.  2023-150 

List of XAI studies that used LRP to explain their model prediction results 
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xAI.  2023- 

Concept Activation Vectors (CAVs)

 
 
 

SHAP 
 
 
xAI.  2023-142 

Libraries for Shap and Lime 
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SHAP. MedData (MD) xAIM 
 
xAI. Health care 2023-150 

SHAPdiagram of AI models 
Sunburst, Doughnut, Pie 
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xAI. Health care 2023- 

AI models employed and the respective XAI technique 
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 (a) clinical feature analysis, (b) high dimensional data analysis, (c) text data analysiss 

 
 
xAI.  2022-127 

Input vector  prediction  
Architecture – xAI -- model 

 
- Black box model: inputs lead to the prediction without explicit causal relationships 
+ SHAP model: Able to output decomposition factors (SHAP values) facilitating understanding of 
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importance of each feature value to the prediction 
 

 
 

SHAP. GeoSciencexAI.GeoSci 
 
 
xAI. Geoscience, landslide susceptibility 2023-002 

Predictor domain, showing the range of variable influence 

 
 

Model’s decision process to generate a given susceptibility value 
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General overview of the web application 

 
 
 Panel (a) : susceptibility map obtained by using our XAI  

o Depicted here into five equal spaced classes 
 Panel (b) : example of an XAI query for an unstable SU. 
 Panel (c) : example of an XAI query for an stable SU. 
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Metrics : [SHAP;LIME] 
 
xAI.  2023-142 

Dependence of the reliability metric on correlation coefficient

 
 
 
 
xAI.  2023-142 

Algorithm for calculating faithfulness metric 
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xAI.  2023-142 

Methods flow 

 
 

Incompleteness metric 
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SHAP; IoT 
 
xAI. Intrusion detectionframework in IoT networks 2023-057 

Top 20 relevant features of attacks that binary classifiers learned 
SHAP 
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xAI.  2023-116 

Examples of explanations commonly used in XAI 
 

.  
 

SHAP instance based SHAP: a feature based activation map 
 

 
xAI. Fault detection 2023-136 

Healthy observation 
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Short-circuit observation 
 

 
 
 

Degradation observation 

 
 
 
xAI.  2023-027 

Global feature contributions on QDA model output 
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 x-axis :Feature contribution as SHAP value ;  
 Colourof individual points represents the original value of the feature; 
 Vertical spread over points has no meaning;  

 
 
xAI.  2023-027 

Local interpretability of the classified 256x256 bins for three impact energy classes 
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xAI.  2023-055 

 

 
 
 

SHAP. MedDataxML(xAIM) 
 
 
xAI. Medical 2023-139 

Survival model predictions
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 SurvSHAP(t) allows for time-dependent explainability of any survival model predictions.  
 

SurvSHAP(t) for the selected observation and two models 

 
 

Comparison of the GT-Shapley metric for explanations of CPH and RSF 
trained on the EXP1_complex dataset 



AAACNN-58 BFit6.xAI.2022, 2023                                                                          891 

 

 
 

Analysis for RSF model trained on dataset0 
SurvSHAP(t) trend 

 
 Y axis: Normalized standard deviation of difference between black-box model output and the 

explanation (lower is better).  
 curve for SurvSHAP(t) coincides with the x-axis 

 
 
xAI. Medical, heart_failuredataset 2023-139 

Explanation for the selected observation  
RSF model trained on the heart_failure dataset
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SurvSHAP(t) for the selected observation and two models 
trained on the heart_failure dataset 

 
 

Juxtaposition of local and global importance rankings 
for predictions of the CPH model (top) and RSF (bottom) 
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 Colors are specifically sorted from purpleto blue showing global ranking of variables in each 

model 
 
xAI.  2022-016 

Global model SHAP analysis for disease state prediction with 
sequential and compositional MLP model 
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xAI.  2022-047 

SHAP summary plot for the XGBoost model 
when there is spatial autocorrelation  

when there is any interaction between variables 
SHAP python package 

 
 

 Any interaction will appear twice and coloured by feature value noted with “*”, respectively 
 Ex:  “X1* - X2” shows the interaction effect between feature X1 and X2 and coloured by the 

feature value of X1 
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xAI.  2022-098 
Higher SHAP values correspond to an increase in the probability for the conditions to be slippery 

 

 
 

Higher SHAP values on regression model correspond 
to an increase in the friction coefficient 
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xAI.  2022-098 

Local SHAP values for a prediction of runway surface friction at Oslo Airport 
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Airport runway conditions 
decision support system 

 
 Module 1 and 2 : output from classification model 
 Module 3 : output from the scenario model 
 Moule 4 : output from the regression model 
 Module 5 and 6: output from local explanations 
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xAI.  2022-151 

Global explanation as SHAP summary plot

 
 

 
 
xAI.  2022-151 

x-NeSyL(Neural-Symbolic Learning) methodology 
New SHAP-Backprop training procedure 
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Local InterpretableModel-Agnostic Explanation 
(LIME) 

 
 
xAI.  2022-183 

LRP-Anchors-LIME 
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xAI. LIME 2022- 

Attack on LIME exemplified

 
 

 ( A ) LIME estimates the importance of input feature “political”by removing it from the input and 
measuring the change at the output. In this case, due to a significant decrease in the logit value, I, 
the classifier decision changes 

 ( B ) When tampered activation is used in combination with the robust model, XAI method is 
fooled to think that the feature is contributing negatively, indicating a successful attack 

 
Illustration of Tamp-X methodology for attacking the XAI methods 
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 Tamp-X first trains a robust classifier, F, using random z-masking  
 Tampers the logit values, I(θ, X) using a tampered activation 
 The tampered model, F t , is input to  XAI method at the inference stage 

 
 
 
xAI. Health care 2023- 

List of XAI studies using LIME to explain model prediction results

 
 
 
 
xAI. Method-- variable importance 2022- 

Local Interpretable Model-Agnostic Explanations (LIME) 
 



AAACNN-58 BFit6.xAI.2022, 2023                                                                          903 

 

 
 

 LIME to explain variable importance at randomly selected local experimental site 
(red point in panel)  

 
 

Saliency maps 
 
 
xAI.  2022-066 

Knee Osteoarthritis Severity with Deep NN

 
Automated Classification of Radiographic images 
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xAI. Medical 2023- 

List of XAI studies that attempted to provide explanation for NLP-based healthcare applications 

 
 
xAI.  2023-150 

List of XAI studies that used other methods to obtain saliency maps or heatmaps 
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xAI.  2023-159 

Accuracy of saliency maps in highlighting  shape oftarget objects
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xAI.  2023-159 

Comparison of the saliency maps in generating clear attention when  
Contrast between foreground and background is low 
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xAI.  2022-115 
Saliency Mapping with Hierarchical Perturbation 
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Saliency maps for the class ‘fork’.  

 
Surprising Variation In Maps Generated With Different Methods 

 
 

Failure of Saliency maps 
 
 
xAI.  2022-124 

Example of failure of saliency maps to capture entire object class ‘clock’
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Saliency Learning 
 
xAI.  2023-030 

Saliency learning

 
 

Saliency learning:  
 A phrase is fed to two CNNs with kernel sizes of 3 × 3 and 5 × 5.  
 Initial max-pooling operation produces an intermediate result 
 Result is decomposed by performing dimensional and sequential max-pooling operations.  
 Decoded output is concatenated and sent via a feed-forward layer 
 Final prediction 
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CAM 
 
xAI.  2023-150 

xAI models 

 
 
(a )Sunburst diagram of AI models used in GradCAM studies;  
First level represents the type of AI model used 
Second level represents the type of classifier proposed 
(b) Doughnut diagram of GradCAM-studied healthcare applications 
(c) A pie chart diagram illustrating the type of dataset used in GradCAM studies 
 
xAI.  2023-

151 
Important regions for model labelling were highlighted using  
Grad-Cam++, Eigen-CAM, Score-CAM, and Ablation-CAM  
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XAI methods 

 
 VGG-19 models trained with and without synthetic data augmentation. 

 
 
xAI.  2022- 

CAM for a COVID-19 CAD model using CT imaging
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Heatmap 
 
xAI.  2023-155 

Input images of the samples in an outlier cluster of the class horse (Top) 
 Superimposed attribution heatmap onto Input images (Bottom) 

 
 
xAI.  2023-155 

Comparison of t-SNE embeddings of classes bird (left) and horse (right) 

 
 

 
xAI.  2022- 

Heatmap plot 
Model: LightGBM;  dataset: educational building
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xAI.  2022-152 

 
 

 

Counterfactual 
explanations 
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xAI.  2023-026 
CF explanation generation pipeline 

 
 

 
Shadowed building blocks influence the surface realization of the output explanation 

 
 

t-SNE 
 
xAI.  2023-030 

t-SNE 

 
(a ) Mahalanobis, b) Cosine, c) Chebychev, and d) Euclidean 
 t-SNE: Produces a graph with well-defined clusters and a small number of integer data points 
+ To get a better separation 

 

 
 
xAI. Medical 2022- 
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t-SNE for a COVID-19 CAD model using CT imaging 

 
 
 

 

 
 


