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Conspectus:The evolution of scientific Artificial Intelligence (AI) (save consciousness) implementable 
on computers since mid-nineteen fifties and emergence of eXplainable AI (xAI) during last one decade is 
briefly described.  The extensive application in most of critical research disciplines brought this approach 
to the fore-front-of state-of-knowledge projects including medicine, defence, industry, commerce etc.  
The recent trend setting xAI-probes resulted in laying confidence in AI-embedded 
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methods/products/materials.  The value and acceptability increased probing more into trust-worthy and 
responsible AI to comply with stake-holder’s expectations.  This indispensable upward trend of more and 
more AI-integrated technologies is in harmony with safety and security oflife forms and environment. 
Here, some typical case studies shedding light on benefits of xAI methods in Medical diagnosis and 
health care are incorporated. 
 
Keywords:AI; evolution (1950-to-2023-Future); eXplainable AI (xAI); interpretable/ Responsible/ 
Trustworthy AI; DARPAand NSF targets; Industry (Health, Defence, research requirements)-Deep 
architectures; CNN; Capsule Nets; ALEX; TRANSFORMERS; Machine Learning; Deep Learning—
Supervised/unsupervised/Self-supervised data; Figures; Images, Tables, Scripts, Numerical values; 
 
 

Artificial  Intelligence [1950-2023 …] 
 
xAI.Med.  2022-62 

Timeline of AI, machine learning and deep learning 

 
 
 

Narrow AI A concept used to describe AI systemsthat are capable of handling a single or limited task 

General AI Hypothetical wisdom of AI systems capable of comprehending or learning any intelligent 
activity a human can perform  

Super AI AI that exceeds human intelligence and skills 

Omni AI Universal wisdom (pra-gyanam) comprising everything and anything and may be like 
Nature’s intelligence. 

 

xAI.Med.  2021-110 
Architecture and workflow 
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 a) Classic machine learning, with the various processing steps involving hand-crafted features 

such as in radiomics 
 B) Deep learning considering either deep medical image feature extraction or end-to-end 

learning 

 

xAI.Med.  2022-70 
AI in healthcare 

 
 

 

xAI.Med. Health services 2022-49 
Enterprise architecture standards 
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xAI.Med.  2022-62 
Non-exhaustive map of AI in healthcare applications 

 
 
 

xAI.Med.  2022-49 
Classification of some usability evaluation techniques 

 
 
 

xAI.Med.  2022-49 
Explainable Models (DARPA) 
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xAI.Med.  2022-208 

Explanation methods provide value to the end user 
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xAI.Med.  2021-20 
xAI—Model and Expl 

 
 
xAI.Med.  2021-19 

Explainability etc. 
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xAI.Med.  2023-104 
ML for Detection and Prediction Analysis 

 
 
 

xAI.Med.  2022-49 
Seven fundamental principles of privacy by design applied to the healthcare sector 
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Architectures Black-box 
 
xAI.Med.  2022-205 

FF-SLP 

 
 
 

xAI.Med.  2022-205 
RecNN 

 
 
 

xAI.Med.  2022-205 
CNN 
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xAI.Med. CNN Classification Stroke process 2022-72 
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xAI.Med.  2023-03 
Literature model structure (modified CBOW) 
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xAI.Med. Fuzzy-CNN 2022-46 
Covid-19 vs. No-Covid-19. 

 
 
 

xAI.Med. Covid-19 vs. No-Covid-19 2022-46 
Fuzzy-enhanced CNN classification 

 
 
 
xAI.Med. Covid-19 vs. No-Covid-19 pneumonia classification 2022-46 

Covid-19 vs. No-Covid-19 pneumonia 
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xAI.Med. Autism vs control 2022-53 
Spatiotemporal CNN 

 
 
  

xAI.Med.  2022-72 
 

 
AAE architecture for trace neighbourhood generation 
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xAI.Med. COVID-19 2022-75 
Encoder-Decoder architecture 

 
 
 
xAI.Med. COVID-19 2022-75 

COMiT 

 
 
 

xAI.Med. Segmentation 2022-62 
XAI model for explainable segmentation 
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xAI.Med. Number 7 from the MNIST 2022-36 
Knowledge transfer for explainability 
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xAI.Med.  2022-205 

ZFNet 

 
 
 
xAI.Med.  2022-205 

AI-Classification 
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xAI.Med.  2022-34 
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xAI.Med.  2022- 
xAI-Predictive modelling 
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xAI.Med.  2022-32 
xCNN-ECG 

 
 
 

xAI.Med. Drug-Drug-Interaction-- prediction 2022-39 
Traditional ML and DL for DDIs prediction 
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xAI.Med.  2022-40 
Hospital Readmission Prediction Methodology 

 
 
 
xAI.Med. pregnancy 2022-49 
 

 
 
 

Fusion Data 
xAI.Med. Wearable health monitoring systems 2022-49 

Data fusion architecture  
Summary of data fusion algorithms 
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xAI.Med.  2022-45 
Interpretability used to explain machine learning models 
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$AI 

XAI RAI 

Explainable AI  Responsible AI 

 

PPAI TAI 

Privacy-Preserving AI Trustable  / TrustworthyAI  

 
xAI.Med.  2022-62 
 

 
 
Trustable AI or Trustworthy AI EU General Data Protection Regulation 

(GDPR) 
 
 

Probes xAI 
 

AI.Med.  2022-205 
Different concepts in developing methodologies for XAI 
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xAI.Med.  2022-202 

ACR-AI Lab 

 
 
xAI.Med.  2022-

202 
Chest X-ray radiograph--- Lung Edema -- Pulmonary X-ray Severity 
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xAI.Med.  2023-54 
XAI framework 

 
 
 
xAI.Med.  2022-62 

Training, quality assurance (QA), deployment, prediction, split testing (A/B test) 
monitoring,and debugging 

 

 
Feedback loop of the XAI development 
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xAI.Med.  2023-57 
Pros (+) and cons (-) of XAI 
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xAI.Med.  2023-58 
xAI-Methods 

 
 
 
xAI.Med.  2023-58 

Post-hoc -xAI--visualisation Methods 
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xAI.Med.  2022-68 
Medical image analysis   

DeepLrn—DeepArch--xMed 

 
 
 

xAI.Med.  2022-68 
Interpretability during the design process of the deep neural network 

 
 
 

xAI.Med.  2022-
208 

Post-Hoc explanation techniques for cancer classification 
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xAI.Med. Valuableaspects applications 
 

2022-49 

 
 
 
xAI.Med. MIMIC(Medical Information Mart for Intensive Care) 2022-44 

LASSO (Least absolute shrinkage and selection operator) 
 SHAP, SHapley Additive 
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xAI.Med.  2022-52 
SHAP Alg 

 
 
 

xAI.Med.  2022-53 
To predict autism 
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o Steps 1 and 2, data extraction; 
o Steps 3 and 4, classification;  
o Steps 5 and 6, feature identification, i.e., predictive feature weights (fingerprints) across brain 

regions;    
o step 7, prediction of clinical symptom severity 

. 
 ADI-R, Autism Diagnostic Interview-Revised; 
 fMRI, functional magnetic resonance imaging;  
 stDNN, spatiotemporal deep neural network; 
 TD, typically developing 

 

xAI.Med. COVID-19 2022-62 
 

 
 

ܲ (ܿ | p) :Probability of the patient who is COVID-19 infected 
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xAI.Med.  2022-68 
 

 
 DL solution is more interpretable than a DL model that predicts midline shift directly from the 

image 
 
xAI.Med.  2022-69 

Web interface of NDDRF 

 
 
 (A) Risk factor page; (B) Categories of NDD; (C) Categories of risk factors; (D) Search page; (E) Details 
of risk factor; (F) Advanced search; (G) Submission page 
 

xAI.Med.  2022-211 
TorchEsegeta pipeline architecture 
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xAI 
Explainability, Interpretability, Accuracy 

 
xAI.Med.  2022-17 
 

 
Venn diagram of explainability as 

intersection of usability, usefulness, interpretability, and understandability 
 
xAI.Med.  2023-14 

Trade-off of Model’s prediction accuracy and interpretability  
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xAI.Med.  2022-
208 

More accurate models are less explainable 
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xAI.Med.  2022-
205 

 

 
 
 

xAI.Med.  2021-28 
Trade-off between interpretability and accuracy for classifiers 

On pahaw dataset 

 
o Points :single values for the accuracy for all the runs 
o Boxes: mean and the standard deviations 
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xAI.Med.  2021-110 
Learning performance and explainability of AI system  

as a function of model complexity 

 
 
 
xAI.Med.  2022 
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HBN: Hierarchical Bayesian Networks; SLR: Simple Linear Regression; CRF: Conditional Random 
Fields; MLN: Markov Logic Network; SVM: Support Vector Machine; AOG: Stochastic And-Or-Graphs; 
XGB: XGBoost; CNN: Convolutional Neural Network; RNN: Recurrent Neural Network; GAN: 
Generative dversarial Network 
 
Linear models, rule-based models and decision trees  

! More transparent, but lower performance  
Complex models e.g., deep learning and ensembles 

! Higher performance while lessexplainability   
 

xAI.Med.  2022-210 
Taxonomy for XAI systems’ evaluation methods 

 
 
 
xAI.Med.  2022-210 

Human-centred evaluation process 
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xAI.Med.  2022-205 
xAI 

 
 
 

xAI.Med.  2022-62 
Normal machine or deep learning procedure + explainable surrogate modules 
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+ Achieves a level of more transparent and trustworthy model 

 

 
xAI.Med.  2022-68 

Clinical concepts + deep features 

 
Concept Learning Models 

 
xAI.Med.  2021-19 

xAI—Need, Fancy or Essential? 
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xAI.Med.  2023-57 
 

 
Visual explanation 

 
xAI.Med.  2022-

204 
Different forms of explanations 
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(a) Numeric explanation of remaining life estimation in industry appliances 
(b) Visual explanation for fault diagnosis of industrial equipment  
(c) Example of rule-based explanation in the form of a tree  
(d) Explanation text generated with GRACE 
 
xAI.Med.  2022-

204 
Different fieldsusingxAI 
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Fix AIM  
 
 

Fig Imag Tab Scripts (Fits) 
in 

eXpl AI 
 
 
xAI.Med.  2023-03 

Distinction of explanatory approaches by resulting output presentation form 

 
 

Non-visual XAI approaches encompass auxiliary, case-based, and textual explanations 
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xAI.Med. Case Study 2023-22 
 

 
Interaction between AI models and end-users without  use of XAI 

 
 

SHAP plot 
 
xAI.Med.  2023-17 

SHAP plot for explaining the random forest classifier 

 
 

o Respiratory Rate mean has the most significant contributor  to the output.  
o Higher values of features such as Respiratory Rate mean, Calcium mean, and Systolic Blood 

pressure value had a positive correlation with the SHAP values. 
o This positive relation indicates that a higher value of these features could increase the 

patient’s probability of being classified as severe (in need of an ICU) 
o Ground truth: These findings coincide with the research conducted regarding COVID-19 severity 

 
 

Local Interpretable Model-Agonist 
 
xAI.Med.  2023-17 
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Local Interpretable Model-Agonist for Light GBM 

 
 
 

xAI.Med.  2022-12 
Shapley Additive Explanation (SHAP) framework for individual predictions 
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xAI.Med.  2022-12 

Explainability and interpretability of the SHAP framework for each feature 

 
 
 
 

LIME Plot 
Local Interpretable Model Agnostic Explanations 
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xAI.Med.  2022-12 

LIME framework for individual predictions 

 
 
Fig. 4. The Local Interpretable Model Agnostic Explanations ( 
 

xAI.Med.  2022-24 
Result of interpretation by the SHAP method for the ResNet neural network. 

Diagnosis – (Conduction Disturbance) CD 
 

 
 Areas that make the greatest contribution to the forecast are orange 

 

xAI.Med.  2022-27 
SHAP scores for an individual patient (feature values are given on the horizontal axis). 
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xAI.Med.  2022- 

Applications of four popular XAI methods 
 

 
 
 

xAI.Med.  2022-42 
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Figure A :Key variables enabling prediction of complications including age, anterior MI, exertional 
angina, chronic heart failure, prior CAD, prior MI, andsinus tachycardia. 
Figure B and C:External predictions in two patients with MI complications (cardiogenic shock and VSD, 
respectively) where relative features favoring (red) and those opposing the model prediction (blue) are 
delineated. 
 
 Conclusion:ML and explainable AI can be used to integrate ECG and clinical characteristics to 

predict complications following MI 
 

xAI.Med.  2022-40 
LIME Visual Explainer for Patient 1 (Readmitted < 30 days) 
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xAI.Med.  2022-41 
Distribution of responses from 25 admitted online questionnaire submissions 
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xAI.Med.  2022-44 

SHAP summary plot for the top 20 clinical features 
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Features :GCS, Glasgow Coma Scale; BUN, blood urea nitrogen; RR, respiratory rate; MV, mechanical 
ventilation; HR, heart rate; PTT, partial thromboplastin time; CVD, cerebrovascular disease; MAP, mean 
arterial pressure; WBC, white blood cell. 
 

xAI.Med.  2022-44 
SHAP dependence plot for clinical features 

( A) GCS; (B) BUN; (C) Urine output; (D) Age 
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IFSHAP values for specific featuresexceed zero, THENincreased risk of death 
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xAI.Med.  2022-44 
Non-diabetic patient SHAP output local overview 

 
 
xAI.Med.  2022-50 

SHAP Global Explanation and Model summary 
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xAI.Med.  2022-52 
SHAP values for an individual patient 

 
 
 

 


