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Conspectus:The evolution of scientific Artificial Intelligence (AI) (save consciousness) implementable 
on computers since mid-nineteen fifties and emergence of eXplainable AI (xAI) during last one decade is 
briefly described.  The extensive application in most of critical research disciplines brought this approach 
to the fore-front-of state-of-knowledge projects including medicine, defence, industry, commerce etc.  
The recent trend setting xAI-probes resulted in laying confidence in AI-embedded 
methods/products/materials.  The value and acceptability increased probing more into trust-worthy and 
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responsible AI to comply with stake-holder’s expectations.  This indispensable upward trend of more and 
more AI-integrated technologies is in harmony with safety and security oflife forms and environment. 
Here, some typical case studies shedding light on benefits of xAI methods in Medical diagnosis and 
health care are incorporated. 
 
Keywords:AI; evolution (1950-to-2023-Future); eXplainable AI (xAI); interpretable/ Responsible/ 
Trustworthy AI; DARPA and NSF targets; Industry (Health, Defence, research requirements)-Deep 
architectures; CNN; Capsule Nets; ALEX; TRANSFORMERS; Machine Learning; Deep Learning—
Supervised/unsupervised/Self-supervised data; Figures; Images, Tables, Scripts, Numerical values; 
 
 

LIME plot 
 

xAI.Med.  2022-58 
LIME maps 

 

 
 
 

xAI.Med.  2022-59 
LIME -- Linear Regression and Decision Tree 
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xAI.Med.  2022-59 
Shap –Layer activation 
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xAI.Med.  2022-59 
. Consistency evaluation of axial slices of original images 
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xAI.Med.  2022- 
Visualisation of the super-pixels which are 

positively contributed to the predictions via the LIME method 
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xAI.Med.  2022-62 
SHAP values for differentsuper-pixels of the sampled images by  

Kernel SHAP method 

 
 Super-pixel with positive SHAP value: positive impact to the positive prediction 
 Negative value :  super-pixel contributes to the negative prediction 

 

xAI.Med.  2022-
209 
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Larger bar, the larger is its contribution 

 
o The deep purple bar indicates the final prediction for a chosen patient. The plot also shows the 

contributions of each variable to the final prognosis. 
o Green bars indicate positive contributions, meaning that the value of a certain variable implies an 

increase in prediction 
o Red bars suggest a negative contribution 
 Shapley values indicate  positive and negative contributions to the final prediction 

 

xAI.Med.  2022-
205 

LIME 
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xAI.Med.  2022-
205 

What-if-Tool 

 
 

 
 
 
 

xAI.Med.  2022-27 
SHAP scores 
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Heat maps 
 

xAI.Med.  2023-45 
Heat map for p-values of the Friedman test 
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xAI.Med.  2023-56 

Heatmap explanations generated from perturbation-based explanation methods 

 
Gradient-based explanation methods (Ex: Guided BackProp, DeepLift) 
 Utilize the gradient signal to estimate the feature importance for model prediction  

 

Perturbation-based methods (Ex: occlusion, LIME, kernel SHAP) 
 Utilize the input-output sampling pairs to estimate the feature importance 

 

xAI.Med.  2022-07 
Visual explainable heat maps (i.e., saliency maps) of the chest X-ray pneumonia image 

 

 
 
 Heat maps of the pre-train DenseNet201and VGG16 models 
 Heat map of the ensemble A deep learning model 
 (C) Saliency map for proposed hybrid deep learning framework 
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xAI.Med.  2022-32 

Heat maps of individual lead activations 

 
DenseNet and CNN models. 

Anterior, A; anterior lateral, AL; anterior septal, AS; healthy, H;  
inferior, I; inferior lateral, IL; inferior posterior, IP; inferior posterior lateral, IPL; 

 lateral, L; posterior, P; posterior lateral, PL 
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xAI.Med.  2022-66 
Heatmap visualization 
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xAI.Med.  2022-201 
Heatmaps 

 
 
 
xAI.Med.  2022- 

Heatmaps 
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Heatmaps Grad-CAM  
 

xAI.Med.  2022-58 
CAM and Grad-CAM heatmaps 

 
 
 

Attribution map 
 
xAI.Med. Mass detection in mammograms 2022-68 

Post-hoc interpretability 

 
 

Attribution map 
o Explains each test image by highlighting  regions of image 
o Model Provides global interpretability by quantifying influence of radiomics features on 

prediction for each class. 
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Saliency maps 
 
xAI.Med.  2022- 

Each saliency map is overlapped to corresponding RX image 

 
 

o Coloration of pixels in the saliency map: blue (low relevance) ; red (high relevance) 
 

Class Activation maps 
 
xAI.Med.  2022-58 

Generation process of Class Activation Map 
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xAI.Med.  2022-51 
Usage of XAI 

 
 
 

xAI.Med.  2022-72 
Saliency Map tool architecture 
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xAI.Med.  2022-72 
 

 
 

Saliency maps of a simple patient trace Complex patient trace of saliency maps 
 

xAI.Med.  2022-72 
Trace saliency map construction procedure 
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xAI.Med.  2022-
211 

 

 
Higher the intensity of red, higher is concentration of focus of the network 

! Looking at the regions where the network did not focus, it can be understood which parts of the 
segmentation prediction might be wrong 

 
xAI.Med.  2022-

211 
 

 
o Saliency show similar focus areas: on the anterior, posterior, right, and left regions of the brain 
o Captum Deconvolution and Gradient SHAP emphasise specifically on cerebral artery itself, not 

the whole area 
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CAM 
EigenCAM CAMs ݒ݊ܿܣ 
Grad- CAM Guided Grad-CAM 
LayerGradCAM 
 
 
xAI.Med.  2022-58 

Grad-CAM (grey-shaded) and Guided Grad-CAM approaches 

 
 
 
xAI.Med.  2022-32 

Activation maps of each myocardial infarction class by Grad-CAM method 
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xAI.Med.  2022-51 
Exemplary XAI visualisations, 

 
 
 a: Dermoscopic image of a melanoma from the ISIC archive and corresponding explanations for 

class "melanoma" created with 
 b: GradCAM 
 c: Backpropagation 
 d: Integrated Gradients 
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xAI.Med.  2022-59 
Original images (first row) 

Representations of their attribution maps for EigenCAM (second row) 

 
 
 

xAI.Med.  2022-60 
 

 
a)                       b)                                       c)                                    d) 

 Inputimage,a) 
 LayerGradCAM,b) 
 LayerActivation,c) 
 LayerGradientSHAPoftheeslectedlayer (d) 

 

xAI.Med.  2022-60 
 Input image, ground truth, mask prediction 
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xAI.Med.  2022-60 
Interpretation example 

 
 Layer GradCAM, Layer Activation, Layer Gradient SHAP 

 

xAI.Med.  2022-60 
 

 
First and second row: 
 Crop, ground truth mask, prediction, Layer GradCAM, Layer Activation and Layer Gradient SHAP 

 
xAI.Med.  2022-62 

COVID-19 positive patients 
 

 
 First row : original CT-scan image slices 
 Second row : heatmaps of CAMs ݒ݊ܿܣ with bounding boxes confined to the infected areas 
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xAI.Med.  2022- 
Attribution maps 

Breast mass in an image patch extracted from 
 a digitalmammogram 

 
 First column : image patch extracted from the mammogram that is provided to DL model 
 Red color corresponds to important regions  
 Blue color corresponds to irrelevant image regions for classification 

 

xAI.Med.  2022-75 
Interpretation of regions focused by COMiT-Net 

 
 Lung annotation helps comit-Net to focus on unhealthy regions 
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xAI.Med.  2022-
211 

Outputs 
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xAI.Med.  2022-205 
 

 
 

 Grad CAM 
 

xAI.Med.  2022-58 
Examples of gradient-based methods 

 

 
 
 
 

tSNE plot 
t-distributed stochastic neighbor embedding 
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xAI.Med.  2022-36 

what-if analysis tools 

 
 
 

[ Script$$  
 (Left) RETAINVis83 RNN ’’RETAIN’’ model 

 Shows contribution to the overall outcome of patient visits through feature contribution score, 
representing drugs (violet), diagnosis (yellow), or physiological markers (green) for each visit 

 
(Bottom) Patient list 

o Shows individual patients in a row of rectangles. In the patient list, users can select a patient of 
interest to view details, shown below, and edit patients to conduct a what-if analysis.  

o  
(Right top) Dimensionality reductiontechniques like t-SNE 

! t-distributed stochastic neighbor embedding result in the blue scatterplot to gain an overview 
and then build patient cohorts using lasso selection tools and take a look at the distribution for 
demographic information like biological sex, age, and risk prediction scores (red circle).  

(Right bottom) 
+ Contribution scores for each visit and patient details are shown after the updated results of the 

what-if analysis 
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+ In the middle, an area chart shows aggregated contribution scores of nine medical codes over 
time. It shows mean and standard deviation as an area. Users can also see the medical codes and 
their mean contribution scores in bar chart “  $$script] 
 

 
xAI.Med. tSNEplot; spatiotemporal deep neural network (stDNN) 2022-53 

Autism spectrum disorder patients 
 

 
 

xAI.Med.  2022-53 
Autism Brain Imaging Data Exchange 
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xAI.Med.  2022-62 
T-SNE visualisationof learnt features from CT images 
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xAI.Med.  2022-68 
Low dimensional visualization of a fully connected layer of a CNN  

Usingt-SNE for interpretability 

 
! Plot shows dataset bias in the DL model due to differences in acquisition 

 
 
xAI.Med.  2022-75 

COVID/Non-COVID classification 
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! Interpretation of feature representation based on (a) ground-truth and (b) predicted labels using 

t-SNE plot 
 

Variable  ImportancePlot 
(VIP) 

 
 
xAI.Med.  2022-

209 
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Longer the bar, more important is corresponding variable 

 asb : asbestos exposure, cpd : cigarettes per day, islander : Pacific Islander ethnicity 
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xAI.Med.  2022-40 
Feature Importance plots (Fip) 

a) 
Random Forest, b) AdaBoost, and c) K-Nearest Neighbors 

 
 

Feature Maps  
 

xAI.Med.  2022-59 
Flow and fusion strategy of feature maps 

 
 
 
 

Partial depencence Model 
 

xAI.Med.  2022-
209 

Relationship between a variable and an average model prediction 
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x-axis : range of available values of the analyzed variable  
y-axis : values of the mean prediction 
 

xAI.Med. Ceteris Paribus Profiles 2022-
209 

Dependencies between continuous variables vs.  Prediction for the selected patient 
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 Blue dot : real value of each variable 
 Green line: change of prediction with the change of the variable’s value   

 
 

Tables xAI 
 

xAI.Med.  2023-101 
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xAI.Med.  2023-101 
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xAI.Med.   2023-101 
xAI approaches explainable in terms of the characteristics of explainability 

 
 
 

xAI.Med.  2022-10 

 
 
 

xAI.Med.  2022- 
Methods for explainability 

o Stage (Ah: ante hoc; Ph: post hoc)  
o Scope (L: local; G: global)  
o Forms of explanations (N: numeric; R: rules; T: textual; V: visual)  
o Type of models 
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Output of  
Each of feature layers (CNN)  

 

xAI.Med.  2022-58 
Layer-wise Relevance Propagation (LRP) 
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xAI.Med.  2022-58 
Main differences between backpropagation, DeconvNet and Guided backpropagation 

 

 
 
 

xAI.Med.  2022-46 
Feature maps learned by the three convolutional layers of CovNNet on 

 (a) Covid-19 and (b)No-Covid-19 CXR image  
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Layer Conductance   
 

xAI.Med.  2022-
211 

Layer-based interpretability methods 
Focus of network changes in each layer for three different models 
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 Higher the intensity of red, higher is concentration of focus of  network 

 
 

Layer Gradient activation  
 

xAI.Med.  2022-211 
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Linguistic Summaries 
 
xAI.Med.  2022-66 
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xAI.Med.  2022-
213 

Natural Language explanations generated using GPT-3 text-davinci-003 model 
for scents observed in the Leffingwell Odor Dataset 
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