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Conspectus: “Intelligence Augmented Medicine (I am)” isbroadly spread over human health care 
procedures viz. diagnosis of diseases, gold-standard-confirmation-tests, therapeutics, drug-administration, 
intervention procedures, surgery (pre-operative, intra-operative and post-operative chores), prognosis, 
relapse/recurring of the disease, and analysis of morbidity/mortality/bio-chemical/medico-chemical data.  
The important disciplines of concern are Cardiology, Neurology, Surgery, Anaesthesiology, 
Pulmonology, Gynaecology, Venereology, Urology, Hepatology, Ophthalmology, Dermatology, 
Oncology etc. 
The present news-item “Fits.Cardiology” contains numerical/categorical demographic data of patients, 
images generated by medical-instruments, clinical/bio-marker tests/knowledge bits for consolidation of 
disease.  This phase followed by moving for therapeutic treatment with drus, intervention procedures, 
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repair/replacement of heart-valves etc. 
Keywords:Artificial intelligence (AI); Medical diagnosis;Cardiology; Drug therapy; Life style 
change;Iintervention, Surgery ;  
Fits   : [Figure Image Table Script;] 
CNN : [C [Computations; Computer; Chemistry] NN [New News; News New; Neural Nets; Nature 
News; News of Nature;] ] 
 

 

Artificial Intelligence (AI) 

 
 

Two AI winters and 
One  Hot AI summer 
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Evolving AI 

 
AI policy 

 
 

15 

 
General AI, narrow AI, ML and DL 
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19 

 
 A: Venn Diagram of the most commonly used terms in the data science disciplines.  
 B: total searches (source: Google Trends) in the last 5 full years of terms related to artificial intelligence 

and data science; vertical axis : proportion of a topic with respect to the total number of searches on the 
topics.  

 C: the most searched term in each country in the same period 
 

48 

 
Venn diagram of the different approaches falling under the category of AI 

 
 

 



AAA: CNN: 61b Fit Base—Cardiology                                                                                                                337 
 

51 

 
Model explainability versus performance for some 

Graphical models: probabilistic model such as Bayesian network. Rulebasedlearning: any model uses 
rules (eg, if:then) to make a decision. 
CNN indicates convolutional neural network; DNN, deep neuralnetwork; 
GAM, generalized additive model; GAN, generative adversarialnetwork;  
KNN, K-nearest neighbor;  
RNN, recurrent neural network; 
SVM, support vector machine; and XGB, extreme gradient boosting 
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NNs 
 

21 
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CNN 
 

27 
High-level architecture of CNN 
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.  
 Size of the input mask is the same as the size of the input x.  
 Mask will help the network ignore the padded zero elements in x, which has a variable length.  
 Network outputs the classification scores 

 

38 

 
Deep learning CNNs for diagnostic classification.  

 Diagram of a CNN model.  It converts an input sentence(through several convolutions), into two 
output classes: positive diagnosis or negative diagnosis 
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Machine Learning (Mach.Lrn) 

 
22 

 
 

Types of Learing 
Data based  

 
46 

Types of Machine Learning 
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34 

 
 Artificial intelligence algorithms are built from big data, and data mining and data science are 

incorporated.  
 The main branch of artificial intelligence is machine learning and its subtype deep learning.  
 Ref:  Chang AC. Artificial Intelligence in Medicine: Principles and Applications. Elsevier; 

2020,  
 

34 

 
The machine learning workflow 

 Data collection, data processing, feature selection and algorithmic development.  
 Ref: Chang AC. Artificial Intelligence in Medicine: Principles and Applications. Elsevier; 2020 

 
34 

 
 An example of a convolutional neural network.  
 Ref:Alsharqi, et al. Echo Res Pract.2018;5:R115–R125 



AAA: CNN: 61b Fit Base—Cardiology                                                                                                                343 
 

 
 

Cardiology (Cardia) 

 

 

Chest pain 

 

 
24 

 
Take-Home Messages for the Evaluation and Diagnosis of Chest Pain 
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AI +cardiology 

 

11 

 
Pubmed literature with machine learning (ML) and AI 

 

 

04 
AI in cardiology 

 
 

 

 

 



AAA: CNN: 61b Fit Base—Cardiology                                                                                                                345 
 

05- 

 
AIin  Imaging (New ACR AICentral.org) 

 
 

 

AI +cardiology 
Diagnosis 

 

 

 
AI application in CVD 
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13 

 
Tools and strategies of Artificial Intelligence for cardiology during COVID-19. 

 
13 

 
Features and solicitations of Artificial Intelligence during COVID-19 
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14 

 
AI implementation in clinical practice considering ethics 

 
20 

 
15 
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Information flow and inter-links between various data sources 

 

AI. machine learning (Mach.Lrn ,ML) 
+cardiology 

 

10 
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2024    

 
Recent developments in machine learning modeling methodsfor hypertension treatment 
HirohikoKohjitani,Hiroshi Koshimizu,Kazuki Nakamura and Yasushi Okuno 
Hypertension Research47,700–707 (2024) 
 

19 

 
Application methodology of a machine learning (ML) model. 

DB, database;  
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19 

 
Metrics commonly used to evaluate supervised classification algorithms 

 

20 
Overview of the Machine Learning Workflow 
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20 

 
(A) Random forests : (incorporate both bootstrapping [selection of a subset of samples] and bagging 
[selection of a subset of predictive variables] for each individual tree. 
(B) Support vector machines. In binary classification, a support vector machine finds a hyperplane that 
separates classes. The “kernel trick” projects input data to ahigher dimension before an ensuing support 
vector is computed.  
(C) Deep learning models comprise layers of stacked neurons that can be used to learn complex 
functions.  
(D) Reinforcement learning algorithms are used to train the action of an agent on an environment 
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20 

 
  (A) Visual demonstration of the concept of improper dichotomization on a dependent variable.  

o Improper dichotomization obfuscates continuous relationships between predictors and response 
variables.  

 
 (B) Concept of “calibration” in predicted probabilities in a supervised learning model.  

o Because many machine learning tasks are framed as binary classification, the calibration of 
predicted probabilities is often underappreciated.  

o Proper calibration of predicted probabilities is often just as important as accurate binary 
classification because reduction of probabilities to binary classifications can be understood as a 
form of improper dichotomization 

 
 

CNN + Cardiology 

 
15 

 
Risk prediction and probability scores  

with a deep CNN with (N) hidden layers 
from medical instruments 
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Segmentation and identification 
Cardiology 

 

19 

 
Automatic segmentation and identification of the left and right ventricle 

 Deep learning performed in our department from images obtained with a 1.5-T PhilipsAchieva 
resonance system. 

 12 original images  
(A) Neural network identified and segment the left and rightventricles  
(B) white color for the left ventricle, light gray color for the myocardium of the left ventricle, anddark 
gray color for the right ventricle 
 

AI +cardiology 
Table  Format 

 
15 
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15 

 
 SVM, support vector machine;  
 RF, random forests; 

 HCM, hypertrophic cardiomyopathy;  
 PAH, pulmonary arterial hypertension;  
 MR, mitral regurgitation 

 

15 

 
 AF, atrial fibrillation; CKD, chronic kidney disease; LV, left ventricular; MI, myocardial 

infarction; 
  ECG, electrocardiogram 
 ML, machine learning; CNN, convolutional neural network; AUC, area under the curve 
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Electronic health records (HER) in 
AI +cardiology 

 

15 
Electronic health records (HERs) 

 
 

Software for 
AI +cardiology 

 
16 

 
Elucid's AI analysis software in action.  

 Left image : coronary CT angiography of a vessel showing plaque heavy calcium burden.  
 Right image: processed by Elucid's AI software,  

o highlights the various types of plaque morphology of these lesions 
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16 

 
 
 

 
16 

 
 One page from an AI report on the coronary plaque from apatient's CTA scan.  

 
+ FDA-cleared software developed Cleerly enables rapid soft plaqueAI assessment,   
+ These types of reports may enable a new level of preventive care in cardiology,  

o treating patients long before they have symptomatic disease 
+ Overcoming  previously tedious and time consuming manual task of making these calculations 
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16 

 
 AI-generated coronary tree from a patient's CT scan  

+ showing a color code of areas of interest for plaque burden from the Cleerly software 
shown at SCCT 2022. 

 
16 

 
Example of the CT image 

 AI plaque assessment, cross section of a coronary plaque  
 AI assessment and the matching histology for comparison from the same vessel segment 

 
from testing of the Elucid AI soft plaque analysis software. 
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Cardiac  Instruments 
Single photon emission computed tomography 

(SPECT) 
 

AI +cardiology 
 

Cardiac  
Single photon emission computed tomography (SPECT) 

 

 
 Delivers images much faster than current models.  
 The team presented its findings at the 2022 annual meeting of the Society of Nuclear 

Medicine and Molecular Imaging (SNMMI) 
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18 

 
Heart-Flow's new RoadMap 

 
Stenosis software  using AI 

+ Shows areas of interest for possible stenting 
o based on a patient's CT scan and FFR-CT.  

 The software was rolled out commercially in April 2023 
 

Literature 
AI +cardiology 

 

19 

 
Publications indexed in PubMed 

 AI, machine learning, and deep learning in cardiology.  
 The details of the publications by area of interest 
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51 

 
Google Trends is a free tool that analyzes popularity of Google search terms using real-time data. 
Google Trends shows trend in search terms for (AI)/explainable AI for the past 10 years.  
The y axis represents the normalized relative number of searches of the terms over time 
 

36 

 
Flow chart ofPRISMA model 
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38 

 
Process for rule learning from PUBMED articles. 

A.  Processing the articles/ abstracts selected. 
B. Automatically (or manually) isolating the text with the knowledge (K).  
C. Using the text isolated from B and automatically (or manually) translating into production 

rules.  
D. Taking the new production rules (R) and automatically (or manually) inserting them into the 

new updated expert system (LnX1) called LVX. 
E. Testing LVX with MPI databases to retain rules if accuracy (A) isimproved. 
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36 

 
Percentage distribution of the studies per year 

 

Applications 
AI +cardiology 

Disease prediction , Confirmation 
 

19 
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20 

 
 Deep learning is included as an unsupervised learning method; however, many of the most 

notable applications of deep learning are those that use features learned using deep neural 
networks as inputs tosupervised learning models. 

 In fact, the final neural network layer in a deep learning model is often simply a classification 
layer, and in such a case deep learning models may be considered to be an example of 
supervised learning. 

 LASSO: least absolute shrinkage and selection operator. 
 

Intervention Cardiology 
AI +cardiology 
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AI +cardiology 
Applns 

 

34 

 
Interplay of big data, AI and precision cardiovascular medicine. 

 Ref: Krittanawong C, et al. Precision cardiovascular medicine. J AM Coll Cardiol: 
20167;69(21); 2657–64.  

 

34 
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 An example of an individual patient’s data can be de-identified, encrypted, 
and stored on the cloud to amass the volume of aggregate patient data necessary for 
the development artificial intelligence solutions to relay back personalized clinical 
inferences. 
 
 

12 

 
 AI application in clinical practice 

 
12 

 
AI application in CVD 
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49 

 
Applications of artificial intelligence (AI) 

 AI-guided diagnosis, image interpretation, clinical decision support, data driven therapeutics, 
researchand development, population health, efficient administration, workflow and regulation, 
and AI-assisted interventional procedures. 

EHR : electronic health record;  
CT-FFR : computedtomography fractional flow reserve;  
IVUS : intravascular ultrasound;  
OCT: optical coherence tomography 
 

 

 
 



AAA: CNN: 61b Fit Base—Cardiology                                                                                                                367 
 

 

 

 
 

46 
Applications of Robotics in IC 
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Future Perspective 
AI +cardiology 

 

46 
Future Catheterization Laboratory With  

Artificial Intelligence-Enabled Technologies 
 

 
Artificial intelligence-enabled future catheterization laboratory with 

! Clinical decision support system,  
! Voice-powered virtual assistant,  
! Augmented reality platforms, and  
! Semiautonomous/ 
! Autonomous robotic system 
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VR, AR, Mixed Reality 
AI +cardiology 

 

46 
Augmented RealityCardiac Holographic Display for Procedural Guidance 

 
 

49 

 
AI-enabled future catheterization laboratory 

 Clinical decision support system,  
 Voice-powered virtual assistant, 
 Augmented reality platforms,  
 Semiautonomous/autonomous robotic system 
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49 

 

Expert systems (ES) 

Fuzzy logic 
 

36 

 
Components or structure of an expert system 
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36 

 
 

36 

 
Basic structure of a neural expert system 

 

36 

 
The architecture of a neuro‐fuzzy inference system 
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LV Expert systems (LVX) 
Fuzzy logic 

 

38 

 
Flow diagram for LVX Expert System.  

 This diagram shows the flow of how a patient’s MPI study is acquired, processed, and quantified  
? to extract perfusion, function, and viability parameters.  
? These parameters are converted to certainty factors (CF).   
? Then the input to the LV expert system (LVX).  

 The expert system is comprised of 
!  knowledge base, the inference engine and the justification engine.  
! The trapezoidal blocks indicate domain expert knowledge;  
! the rectangular blocks indicate software algorithms.  
! The parameter knowledge library is only generated once and then regenerated only when 

the knowledge that creates the parameter input list is enhanced by more experience or 
more data. 
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38 

 
Document annotation viewer and analyzer. 

! Output of an Annotation Viewer and Document Analyzer using IBM’s Unstructured 
Information Management Architecture  

o  to facilitate the human experts visualize the information from a pertinent abstract and 
manually compare the results of the automated knowledge ranking.  

! The different sections of the abstracts are automatically identified and annotated using the 
ontology terms for the nuclear cardiology domain 

 
38 

 
Pattern development for production rules extraction.  

A. Example of two rule patterns, P1and P2, developed. The antecedent of pattern P1 requires the text to 
specify thepatient’s gender, the type of defect (e.g., fixed defect), and heart function (e.g., ‘‘normal 
systolicfunction’’). If matched, the system stores the variable bindings for reuse of other patterns, 
andoutputs a production rule.  
B. When Pattern P1 is applied to a semantic network; it generated theresulting assertions (Rule 1 and Rule 
2). Then, pattern P2 is applied, using values extracted bypattern P1, resulting in Rule 3.  
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Natural Language Processing (NLP) 

 

38 

 
Natural Language Processing Pipeline 
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38 

 
Classic machine learning NLP techniques. 

 Support vector machines, random forests, and Bayesian systemsuse vector representations of text 
forclassification task.  

 

 

Stenosis 

 

22 

 
Coronary artery calcification 

 Identification, segmentation, and scoring Using AI 
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22 

 
 

 AI-Coronary arteries (A)  
 Segments them (B)  
 Identifies and classifies coronary plaques, and measures the severity of stenosis (C,D). 

 

22 
Diagnostic performance of artificial intelligence in coronary stenosis 

 
 DL, deep learning; SVM, support vector machine; PPV, positive predictive value; 
  NPV, negative predictive value; NA, not applicable 

 
 CAD, coronary artery disease;  
 QCA, quantitative coronary angiography;CCTA, coronary CT angiography; 
  CAST, computer-aided simple triage;  

 

24 

 
Index of Suspicion That Chest “Pain” Is Ischemic in Origin on the Basis of Commonly Used 

Descriptors 
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24 
Top 10 Causes of Chest Pain in the ED Based on Age (Weighted Percentage) 

 
 

 
 

24 
Chest Pain and Cardiac Testing Considerations 

 
The choice of imaging depends on the clinical question of importance, to either a) ascertain the 
diagnosis of CAD and define coronary anatomy or b) assess ischemiaseverity among patients with an 
expected higher likelihood of ischemia with an abnormal resting ECG or those incapable of performing 
maximal exercise.  
ACS: acute coronary syndrome; CAC, coronary artery calcium; CAD, coronary artery disease; ECG, 
electrocardiogram.  
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24 
Patient-Centric Algorithms for Acute Chest Pain 

 
STEMI, ST-segment–elevation myocardial infarction 

ECG: electrocardiogram;  
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24 
General Approach to Risk Stratification of Patients with Suspected ACS 

 
ACS: acute coronary syndrome; CDP, clinical decision pathway; 

 

ECG 
 

28 

 
AI improves diagnosis and treatment for patients 

 AI-enabled clinical tools have tobe easily available and used 
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54 

 
 

 
Pulsations in the pulmonary artery (top) and pulmonary veins (bottom) in computer simulations without 

an RV. 
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37 

 
ECG views of the heart. 

 Image created by Nicholas Patche, Boston Medical Center (CC BY-SA 4.0). 
 

37 

 
Waves reflected in an ECG corresponding to a cardiac cycle 
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36 

 
A typical ECG waveform for one cardiac cycle measured from the lead II position 

 

36 

 
A generic design architecture of an ECG mobile 
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44 

 
 

37 
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37 

 
Stages for the identification and measurement of waves 

 

37 

 
Second-order Butterworth bandpass filter in ECG (Fazel-Rezai et al., 2011) 

 

37 

 
Possible QRS patterns to be detected 
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27 

 
ECG single (a) was added with adversarial noise (b) 

 
 

27 

 
MIT-BIT ECG signals on different noise levels. 

 The original classification label is N (normal). 
 When the noise level is 0.01  
 Then, MLP classified it as V (premature ventricular contractionand ventricular escape). 
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27 

 
CPSC2018 ECG Lead I on different noise levels 

 
 

ECG 
NN, Brain Maker 

 
44 

 
ECG-AI algorithm in LVD prediction 
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44 
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47 

 
Outline of ML and DL approaches to disease diagnosis or risk prediction. 



AAA: CNN: 61b Fit Base—Cardiology                                                                                                                389 
 

 Clinical and stress variables can be obtained from electronic medical records for use as 
classification features with machine learning.  

 Imaging variables (including perfusion, functional, and computed tomography (CT) features) can 
be obtained from interpretation software.  

 These classification features enable machine learning predictions for disease diagnosis or 
cardiovascularrisk. 

 Deep learning can be directly applied to images to provide image segmentation to quantify 
features for machine learning or provide direct predictions 

 

30 

 
 Each input neuron at the left side represents the presence or absence and polarity of a delta 

wave in one lead. 
o 13th neuron: axis of the QRS complex.  
o six output neurons represent  possible accessory pathway locations.  

 AS = anteroseptal; RL = right lateral; 
 RPS = right posteroseptal; PS = posteroseptal;  
 LPS = left posteroseptal; LL = left lateral. 

30 

 
Layout of the standard output of the neural network. 



AAA: CNN: 61b Fit Base—Cardiology                                                                                                                390 
 

 The four top lines indicate the state of the network, what task it is presently performing, which 
files are used, etc.  

 The left column shows the input: the presence or absence of delta waves and their polarity and 
the electrical axis of the QRS complex.  

 The two columns in the middle (NN = neural network and gold) represent the output, to the left 
(NN) the output calculated by the neural network, to the right the gold standard (the location 
determined during surgery).  

 The two bar charts to the right show histograms of the weight matrices of the hidden and output 
neurons. 

  AS = anteroseptal; RL = right lateral; RPS = right posteroseptal; PS = posteroseptal;  
 LPS = left posteroseptal;LL = left lateral. 

 
32 

 
 
 

36 
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Appraisal of mobile applications for ECG interpretation 
 

36 

 
Taxonomy of features for ECG interpretation and diagnosis 

 

36 

 
Taxonomy of methods for ES/DSS development in ECG interpretation 
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36 

 
Trends in publications on ES/DSS-based ECG interpretations in the last decade 

 

44 

 
Integrating AI-enhanced ECG analysis into clinical practice 
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36 

 
Percentage distribution of the methods for ES/DSS development for ECG interpretation. 

 

CNN + 
Cardiology 

 
35 
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35 
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35 

 
Comparison of existing models for automatic diagnosis of ECG abnormalities 

(A) Two-stage traditional methods using feature engineering; (B) end-to-end deep learning methods 
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35 
 

 
Deep neural network architecture for cardiac arrhythima diagnosis 
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35 

 
Interpretability of the deep learning model using SHAP values 

at both the patient level and population level 
 

 

35 

 
 Explanation of the model’s prediction results for several ECG instances from different patients 
 The features with high contribution (i.e., SHAP values) are highlighted in orange. 
 Only the last 10 s of top 2 influential leads are displayed due to the limited space 

 

34 
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A convolutional network model for AI  based autonomous view classification, 

 Stepping stone for an eventual machine learning pipeline for automateddiagnosis and disease 
surveillance. 

  From Alsharqi, et al. Echo Res Pract. 2018;5: R115–25, with permission 
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42 

 
Machine learning for improving CAD diagnosis. 
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! Machine learning-based integration of clinical and imaging information achieved 
higher diagnostic accuracy for detection of significant CADthan expert readers or TPD 
in a large population.  

 Reprinted with permission: Arsanjani R, Xu Y, Dey D, et al Improved accuracy of myocardial 
perfusion SPECT for detection of coronary artery disease by machine learning in a large 
population. J NuclCardiol2013;20:553–62.17 

 

 

Diagnostic safety of a ML score 

 

47 

 
Diagnostic safety of a ML score (MLS) for automated cancelation of rest imaging. 

 Frequency of false-negative test results among patients categorized as low-risk by expert 
 visual interpretation (Reader Diagnosis), stress total perfusion deficit (TPD), and MLS.  
 Frequency of all categories of obstructive coronary artery disease (CAD) was significantly 

lower for patients identified as low-risk by MLS. 
 

o LCx, left circumflex artery; 
o LMCA, left main coronary artery; 
o pLAD, proximal left anterior descending artery;  
o RCA, right coronary artery;  
o TPD, total perfusion deficit 

 
Ref:  Journal of Nuclear Cardiology,Eisenberg et al., Diagnostic safety of a machine learning-based 
automatic patient selectionalgorithm for stress-only myocardial perfusion SPECT, Epub ahead of print, 
(2021),  
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Accuracy 
Complexity 

 
53 

 
Violin plots of Sobolev test statistics based on ΔRRI Poincar´e plots. 

 
 

 

47 
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 Panel A shows that the prognostic accuracy of the ML model incorporating all available 
information was higher compared to the imaging components in isolation. 

 Panel B outlines feature importance, highlighting the potential gains in accuracy from 
combining multimodality imaging information with clinical variables.  

 
o This research was originally published in JNM. Kwiecinski et al. Machine Learning with 18F-

Sodium Fluoride PET and Quantitative Plaque Analysis on CT Angiography for the Future 
Risk of Myocardial Infarction. J Nucl Med. 2022;631:158-165. SNMMI 

 
 Kwiecinski et al. developed a machine learning algorithm that integrated clinical 

factors,computed tomographic plaque characteristics, and 18F-sodium fluoride positron 
emission tomographyquantitation to predict risk of myocardial infarction 

 

53 

 
Spherical and circular projections of ΔRRI Poincar´e plots for AF, NSR, and APBs.  

 The upper half shows the three-dimensional Poincar´e plot its projection onto the spherical 
surface,  

 Lower half shows the two-dimensional Poincar´e plot and its projection onto the circular 
surface of ΔRRI. (a) AF; (b) NSR;(c) APBs. 

 

53 
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53 

 
R-peak detection and pseudo-ΔRRI Poincar´e plot under noise conditions. 

 (a) R-peak detection in random noise; (b) Contour plot of the pseudo-ΔRRI Poincar´e plot 
generated by noise 

 
53 

 
Comparative Accs of single-block models with fixed Wp, 
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53 

 
Cross-dataset validation results.  

 Each octagon represents a particular testing database, and a corner of each octagon represents a 
specificperformance metric. (a) SIMU; (b) CPSC2021; (c) AFDB; (d) LTAFDB; (e) MIMIC 
III; (f) MITDB; (g) C2017; (h) NSRDB and WESAD.  

 

53 
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Segmentation 
Classification 

 

48 

 
Rough depiction of the process of image segmentation. 

A) Displays the original DICOM image of the cross-section of the heart, supplied by Mimics 
Materialize. Student Edition. 
B) Displays the mask made from a selection of target regions.  
C) Displays the calculated 3D geometry to be meshed 
 

42 
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Deep learning-based LV segmentation in MPI. 

 The axial views of patient #33 (abnormal) at different slices of gating phase 0 with 
segmentations of ground truth and proposed method. 

 The black lines indicate the contours of endocardial and epicardial surface. 
! Ref Wang T et al, A learning-based automatic segmentation and quantification method 

on left ventricle in gated myocardial perfusion SPECT imaging: a feasibility study, J 
NuclCardiol 2020;27:976–987 

 

 

xAI 
CAD 
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42 

 
Deep learning with explainable artificial intelligence for CAD detection. 

+ CAD-DL model trained on full spectrum of SPECT polar maps (perfusion, wall motion, and wall 
thickening) and variables obtained automatically from image data (age, sex, and LV volumes) has 
been shown to out-perform quantitative stress TPD and expert reader diagnosis.  

 
 Architecture includes generation of ‘‘CAD attention maps’’ providing visualization of DL-based 

rationale for predictions— 
 Explainable AI. This example shows 72-year-old male with 85% stenosis in proximal left anterior 

descending (LAD). 
 
a. Stress images, with visual assessment interpreted as equivocal.  
b. CAD attention map highlighting image regions contributing to prediction. 
 c. CAD probability map showing a high probability of LAD disease. 
 d. LV volumetrics. 
 

Ref: Otaki Y et al Clinical Deployment of Explainable Artificial Intelligenceof SPECT for Diagnosis of 
Coronary Artery Disease. JACC: Cardiovasc Imaging. 2021. 
https://doi.org/10.1016/j.jcmg.2021.04.030.19 

 

 

https://doi.org/10.1016/j.jcmg.2021.04.030.19
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51 

 
Clinical examples and interpretation. 

A: Attention map generated by gradient-weighted class activation mapping (Grad-CAM) and saliency 
in cardiac T1 mapping.  
B: Global list ofinformative predictors from Shapley additive explanations (SHAP). High cholesterol, 
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sex, and body mass index are contributing positively to 
model output (myocardial infarction [MI]) while height contributes negatively (non-MI).  
 
C: Local features contributions for a specific subject inthe model. It shows the prediction probability for 
each class the subject might belong to. The color indicates whether the feature contributes 
to MI or non-MI classes while the numbers in the table represent the effect size in the model.  
 
 

52 

 
LIME explanation for a correctly predicted patient with a low risk of MACE 

 

52 

 
LIME explanation for a correctly predicted patient with a high risk of MACE 
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51 

 
 

 
A indicates agnostic; ALE, accumulated local effects; D, deep learning; 
DeConvNet, deconvolution network; DeepLIFT, deep learning important features; G, global; Grad-
CAM, gradient-weighted class activation mapping; 
L, local; LIME, local interpretable model-agnostic explanations; M, machine learning; NNKX, neural 
network knowledge extraction;  
PDP, partialdependence plot; RxREN, rule extraction by reverse engineering; S, specific; Seq2Seq, 
sequence-to-sequence models; SHAP, Shapley additiveexplanations; TCAV, testing with concept 
activation vectors; and XAI, explainable artificial intelligence. 
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Major adverse cardiac events  
(MACE) 

 

42 

 
Prediction of MACE by machine learning. 

! Major adverse cardiac events (MACE) 
 Composite machine learning (ML) risk scores were derived from imaging and clinical data 

which could be presented to physicians as an annualized event risk. 19% of patients with 
normal visual diagnosis (red arrow) were in the 95th percentile of MACE risk computed by ML 

 Ref: Betancur et al, Prognostic Value of Combined Clinical and Myocardial Perfusion Imaging 
Data UsingMachine Learning. JACC: Cardiovascular Imaging. 2018;11:1000–9 
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52 

 
Feature importance ranking of the machine learning model for predictive MACE. 

 Only the top 10 most important features were labelled 
 

52 

 
Permutation feature importance scores for the top ten features in the ensemble model for predicting 

MACE risk. 
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Data  
Cardiology 

 

34 

 
Escalating volumes of data are changing the decision-making process. The accelerated rate of data 
production,volume and variety now supersedes the limits of human cognitive capacity.  
 Ref: Rossi RL, Grifantini RN. Big data: challenge and opportunity for translational and 

industrial research in healthcare. Front Digit Humanit; 2020 
 

 

Cardiac  Instruments 
 

AI +cardiology +Instrum 
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MRI  
For Cardiology 

 

18 

 
An example of cardiac MRIautomated assessment software from Arterys 

 
+ Showsdynamic blood flow and velocities and to perform auto quantifications.  
+ Alg. now integrated into several MRI vendors' post-processing software 

 

34 

 
 A sample image of segmentation performed on cardiac MRI data from a patient with CHD.  
 The myocardium is green and blood pool is red.  
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 From Arafati A, et al. Artificial intelligence in pediatric and adult congenital cardiac 
MRI: an unmet clinical need. Cardiovasc Diag Ther 2019;9:S310–25. Obtained with 
permission 

 

 

SPECT 

 
42 

 
Machine learning prognosis-based safe-selection for stress-only SPECT. 
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 Polar maps with clinical recommendation (left) and  
 personalized explanations of the ML recommendation (right) are shown in two cases:  

 
 A :a case with a ML score below the score threshold to recommend cancelling the rest scan and  
 B :a case with a ML score higher than the threshold. The individual contributions of the top 10 

features to the overall risk for each patient are shown (blue bars = decreasing risk, red bars = 
increasing risk). Grey dotted line indicates baseline cohort risk. Red dotted line indicates risk 
threshold, matching stress cancellation rate for the stringent clinical criteria.  

 
 Reprinted with permission: Hu LH et al Prognostically safe stress-only single-photon emission 

computed tomography myocardial perfusion imaging guided by machine learning: report from 
REFINE SPECT. Eur Heart J Cardiovasc Imaging. 2021 https://doi.org/10.1093/ehjci/jeaa134.22 

 

 

SPECT MPI 
Deep Lrn 

 
42 

 
“Virtual’’ attenuation correction for SPECT MPI imaging using deep learning. 

 
 Examples of virtual deep learning-based attenuation correction (DLAC) polar maps. Polar 

maps and blackout maps are shown for non-attenuation correction (NAC), CT-based 

https://doi.org/10.1093/ehjci/jeaa134.22
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attenuation correction (CTAC), and  
 DLAC for 4 patients: (A) normal female, (B) abnormal female, (C) normal 

male, and (D) abnormal male. SSS, TPD, and defect extent (BLK) are displayed for all polar 
maps. 

 
 Ref: Hagio T, et al ‘‘Virtual’’ attenuation correction: improving stress myocardial perfusion 

SPECT imaging using deep learning. Eur J Nucl Med Mol Imaging. 2022 Mar21. 
https://doi.org/10.1007/s00259-022-05735- 

 

PET 
18F-FDG 

 

42 

 
Deep learning for noise reduction in low-dose FDG-PET imaging. 

 
 Static (top two rows) and gated (bottom two rows).18F-FDG PET images from a representative 

patient showing the effect of applying de-noising (AI1% and AI10%) to the low-dose images (1% 
and 10%). Low-dose CT (LDCT) shown for reference in mediastinum CT window. Extent (Ext), 

https://doi.org/10.1007/s00259-022-05735-
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LVEF, EDV, and ESV for the single subject are given for each dose-reduced image and the full-
dose reference.  

 
 Ref: Ladefoged CN, et al Low-dose PET image noise reduction using deep learning:application to 

cardiac viability FDG imaging in patients with ischemic heart disease. Phys MedBiol. 
2021;66:054,003.24 

 
 

PET + CT 
Carotid plaque inflammation 

 

42 

 
Radiomic-based textural analysis for carotid plaque inflammation. 

 (A) CT (a) and PET(b) images of right carotid artery [black ROIs (red arrows)] in patient with high-grade 
stenosis andinflamed atherosclerotic plaque (extended lipid core and limited calcification), (c) Example 
ROIsmanually placed around carotid artery wall on PET images, (d) Surgically derived histological 
andimmunohistochemical analysis (CD31, cluster of differentiation 31; CD68, cluster of differentiation 
68), (e) Corresponding values for target-to-background ratio (TBR) and textural features chosen for 
plaque vulnerability (opt. thresh, optimal threshold to detect increased histological and 
immunohistochemistry-based plaque characteristics; info.correlation1GLCM, first measure of information 
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correlation; rlnuGLRLM, run length non-uniformity; lzlgeGLSZM, large zone low gray level 
emphasis; SDIH, intensity histogram standard deviation, varianceGLCM, joint variance). 
 
(B) one patient with left carotid artery atherosclerotic plaque with low inflammation (limited lipid core 
andextended calcification). Both cases demonstrate texture analysis can potentially provide valuable 
complementary information to TBR 
Ref: Kafouris PP et al Fluorine-18fluorodeoxyglucose positron emission tomography-based textural 
features for prediction of eventprone carotid atherosclerotic plaques. J NuclCardiol. 2021;28:1861–1871 

 
 

 

Coronary CT angiogram 

 
50 

 
Coronary CT angiogram of the left anterior descending artery (LAD) 

 
(a) topologically in volume rendered technique,  
(b) visually in curved multiplanar reformat, and 
(c) quantitatively in straightened multiplanar reformat across different 3D views.  
 
This patient demonstrates high atherosclerotic plaque burden that is comprised primarily of non-
calcified (yellow and red) rather than calcified plaque (blue).The ability to visualize both stenosis and 
plaque makes this modality unique among non-invasive imaging 
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50 

 
3D- volume rendered image of  

coronary arteries revealing largely normal vessels.  
+ The negative predictive power exceeds 99% for obstructive disease. 
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50 
 

 
A 62 year old man with atypical chest pain. 

 Computed tomographic angiography reveals severe atherosclerosis (mostly calcified plaque) 
without obstructive disease.  

 The image demonstrates the ability to visualize the lumen clearly despite high calcium burdens 
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50 
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50 

 
50 

Central Figure Legend: (A1) Presence of positive remodeling (yellow arrows) and low attenuation 
plaques (LAP, red arrow) are the most important determinants of plaque vulnerability. (A2) Stable 
plaques lack both these features. Major adverse cardiac events by the presence of 1 or both features in a 
follow up of —patients for 2 years (A3), and 300 patients for up to 10 years. (A4) Patients with HRP 
had 45 and 10 folds higher likelihood of ad- verse outcomes, respectively. Presence of obstructive 
disease over and above HRP features (A5) and interval progression in plaque magnitude (A6) increased 
the likelihood of adverse events further. Greater number of adverse plaque characteristics were 
associated with greater of adverse outcomes (A7) and the HRP characteristics were associated with 
abnormal fractional flow reserve regardless of luminal stenosis (A8). (Reprinted with permission of 
Elsevier ) 
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Overview of the 2 common paths that cardiac imaging studies might follow using  

cardiac magnetic resonance (CMR) 
 

CNN, convolutional neural network; DeepConvNet, deep learning with CNN; DL,deep learning; 
DNN, deep neural network; NNKX, neural network knowledge extraction; 
XAI, explainable artificial intelligence; Grad-CAM, gradient-weighted class activation mapping; 
LIME, local interpretable model-agnosticexplanations; SHAP, Shapley additive explanations; and  
LV, left ventricle; RV, right ventricle; 
.  
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Mitral valve 

 
 

42 

 
Machine learning localization of mitral valve plane in MPI. 

! A two-class support vector machine (SVM) model was trained from mitral valve plane (VP) 
positions verified by 2 experts to estimate the most likely VP localization in left ventricle.  
 

o Ref: Betancur J et al Automatic valve plane localization in myocardial perfusion 
SPECT/CT by machine learning: anatomic and clinical validation. J Nucl Med. 
2017;58:961–7.12 
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3D printing 
Cardiology 

 
48 

 
Flowchart outlining the process of 3D printing in cardiology, from image acquisition to 3D printing. 
 The chart also includes the software available for use. 
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Model of the heart and major arteries using a polyjet 3D printer 

 

Robotics 
Cardiology 

 

49 
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Risk stratification 
AI + Cardiology 

 

44 
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AI enhance risk stratification for cardiovascular disease 

 


