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Conspectus: “Intelligence Augmented Medicine (I am)” is the pragmatic tool of state-of-knowledge for 
human health care.  It comprises of hierarchical/ hybrid/fused transient disciplines with an inner core 
focus on disease confirmation and treatment in this decade and with expected higher level of accuracy for 
coming generation(s) even in economically deprived countries.  A set of typical medical specialisations of 
concern are Neurology, Surgery, Anaesthesiology, Cardiology, Pulmonology, Gynaecology, 
Venereology, Urology.  Hepatology, Ophthalmology, Dermatology, Oncology etc. 
In this series of medical news highlights, the impacts/benefits of current-state-of-art-of evolved AI-and-
medical/surgical tools had been described. 
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      The present news item (Graphics-Flyer/Image-Flyer) “Fits.Base. Neuro Surgery” is also a passive 
information collection for Neuro-surgery.  It incorporates numerical data, figures, images, tables, graphs, 
literary scripts etc.  A few studies described deal with Glioma, Cerebrovascular disorders, Spine Surgery, 
Hematoma and so on.  Robotic Machines and Virtual/real/mixed  realities brought renaissance  in 
Neurosurgery. The models employed are No-new- U-Net.”, Physics Informed NN, ChatGPT, xAI, 
ML//CNN-Transformer Models. We had been involved in the active-mode-of-FitsB in the object-
oriented-search, picking up knowledge/intelligent bits in the medical (Progress of medical 
diagnosis,surgery, post-operation health care)/chemical chores. 
 

Keywords:Artificial intelligence (AI); Medical diagnosis, Neurology, 
Surgery; CNN : [C [Computations; Computer; Chemistry] NN [New News; 
News New; Neural Nets; Nature News; News of Nature;] ] 
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Neuro Surgery 
 

 

 
 

Neural Nets 
 

42 
Visual representation of an artificial neural network 

 

 
 

“Black box” solution of  a task 
 Number of data inputs are processed through many hidden layers of computational units    

output.  
 Ex:  inputs may be tumour grade, location, and patient demographics. outputs may be survival 
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prediction or response to certain therapeutics 

- Inability to understand how outputs are generated due to complexity of hidden layers 

- Raises concerns regarding trust in deep learning predictive models 
 

 
11 

 
Neural network architecture using physics-informed loss Fn to solve the optimization task. 

 (a) The domain variables (ex. time or position) as neural network inputs. (b) The target function 
to be optimized ( θ ), composed of multi-layer perceptrons. (c) The design variables as neural 
network outputs. (d) The loss functions (physics loss, constraint loss, and goal loss) which are 
weighted-summed for the final objective function 

 

Physics Informed NN 
(PINN) 

 
11 

PINN 

 
Application for optimizing the torque scenario in swinging up a pendulum. 

 (a) The description of the fixed-axis pendulum, where the design variables are the angle φ and 
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the torque τ as functions of time t. 
  (b) The goal state in this optimization task, cos φ = −1 at t = 10 s .  
 (c) The history of loss values over iterations.  
 (d) The illustration of the neural network incorporating the equation of motion into its 

objective function. The input is t and the outputs are φ and τ .  
 (e) A baseline result of a GA algorithm.  
 (f) A baseline result of an RL algorithm using TD3. Both GA and RL produce wiggling torque 

scenarios.  
 (g) The result of PINN, which determines swinging the pendulum back and forth to 

accumulate its energy to reach the goal. 
  (h) Several snapshots of swinging up the pendulum. 

 
11 

 
Applications of PI (Physics Informed) --NN for determining the shortest-time path under specific 

environments. 
 ( a) Finding the shortest-time path of a light ray within the medium where the refraction index 

varies along y.  
 ( b) Finding the shortest-time descent path between two given points under constant gravity.  
 In the two figures, the analytic solutions are given in yellow dashed lines and the converged 

solutions by PINN are shown in blue. For  baselines, the results using RL with 105 iterations 
are shown in magenta lines 

 

Ensemble models in  
PINN, RL, and GA 

 
11 

 
Variation among five ensemble models in PINN, RL, and GA. 
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 (a ) The learning curve variation. For the RL and GA curves, smoothed lines are shown in solid 
lines, while the original curves are indicated with transparent colors.  

 (b) The variation of inference results after the training, without exploration noise. The goal 
states ( cosφ = −1 ) are also shown in red dashed lines 

 

Diagnosis  of 
Cerebrovascular disorders 

with AI/robotics 
 

32 
Studies on AI/robotics for the diagnosis of cerebrovascular disorders 
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PRISMA 
Literature Scrutiny  

 
12 

 
 PRISMA flow diagram of systematic identification, screening, eligibility, and inclusion.  
 After screening 6052 studies, 23 studies were included in the final analysis. 
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32 

 
Article selection flowchart. 

 
31 

Flowchart diagram of literature search 
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40 

Trends in artificial intelligence research in neurosurgery 

 
 

40 

 
 
 

Trends in citations for artificial intelligence in neurosurgery in a year wise manner. 
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40 

 

 Trends in publications for artificial intelligence in neurosurgery in a year wise    manner. 
40 

Current trends and scope of artificial intelligence in neurosurgery 
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42 

 
 

Artificial intelligence and subdomains. 
+ Clinical applications for brain tumour surgery patients.  
 Numerous other subfields of AI exist, a 

- this schematic is not exhaustive 
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15 

 
 

Literature Search Method. 
 PubMed and Google Scholar were searched 
 AI-related keywords: English Language publications  
 Published from inception to May 2023.  
 Observational studies, case–control studies, cohort studies, clinical trials, meta-analyses, 

reviews, and guidelines 
 
 

34 

 
 

Trends in publications and citations pertaining to the use of AI in neurosurgery, from 1996 to the 
present date. AI, artificial 
intelligence. 
 Web of Science electronic database search 
 As of July 2022, 
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 Search strategy: [“artificial intelligence” OR 
o “machine learning” OR “deep learning” 
o OR “natural language processing” OR 
o “support vector machine” OR “naïve 
o bayes” OR “Bayesian learning” OR 
o “artificial neural network” OR “random 
o forest” OR “machine intelligence” OR 
o “k-nearest neighbor” OR “decision tree” 
o OR “data mining” OR “fuzzy” OR 
o “computational intelligence” OR 
o “computer reasoning”] AND 
o [“neurosurgeon” OR “neurosurgery” OR 
o “skull base surgery” OR “spine surgery” 
o OR “brain surgery” OR “cerebrovascular 
o surgery” OR “endovascular” OR 
o “neurosurgical”].  

 No limitations with respect to the language 
 or year of publication of articles.   
 search yielded 731 results which were 
 subsequently sorted by citation count. 
! Top-50 most-cited articles 
! relevant to the scope of this review were retrieved. 

 
 

34 
The Top-10 Most-Cited AI Articles Pertaining to the Field of Neurosurgery 
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34 

 
 

Choropleth map 
Relative contribution from different countries to 50 most-cited articles. 

 
34 

Areas of Application and  
Uses of AI in Neurosurgery  

Among the 50 Highest-Cited Articles 
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GOF 
ML Models 

 
12 

Performance of ML Models and Clinical Experts 
 

 
 
 

12 
Details on Clinical Experts, MLModels, Size Training/Test Set, Validation Method, and Ground Truth 
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GOF  
SUN- 

 
22 

Evaluation of GOF Metrics and Clinical Outcomes of Artificial Intelligence Models in 
Neurosurgery Diagnosis and Treatment 
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AI +{Surgery [neuro]} 

 
15 

 
AI in neurosurgery 

 
22 
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AI + Neuro Diseases 

 

22 

 
 

35 

 
 

Artificial intelligence Components  and their nested relationships 
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22 
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Future of 
AI + Sun {:SUrgery [Neuro]} 

 

15 

 
Future direction AI in neurosurgery 

 

 

ChatGPT (AI) Is Ready to  
DoChemistry and 

NeuroScience/Surgery 
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18 

 
The AI Behind ChatGPT Is Ready to DoChemistry 
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Neuro Diseases 
Surgery planning  

 

23 
7T MRI 

 
Central vein sign (CVS) in trigeminal lesions of multiple sclerosis on 7T MRI. 
 ( A) Representative image of trigeminal lesions and CVS (arrowheads) in patient 10. Sagittal 

(left panel) and axial (upper, right panel) T1 MPRAGE reveal lesions of the trigeminal root 
entry zone (REZ) (arrowheads). The dark vein can be visualised in axial and sagittal T2*-
weighted image (arrowheads in middle and lower of right panel). 

 (B) FLAIR* axial images of patients 3, 5, 6, 7, 13 and 15 demonstrate a dark vein located 
centrally in the majority of the trigeminal lesion (arrowheads), especially in REZ. MPRAGE, 
magnetisation-prepared rapid acquisition gradient echoes. 
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23 

 
7T MPRAGE-MRA 

 T2-weighted image on the axial plane demonstrate neurovascular compression in patients 1, 4, 
9 and 10.  

 The arrowhead indicates the vessels touching the trigeminal nerve.  
 MPRAGE-MRA: magnetisation-prepared rapid acquisition gradient echoes-magnetic 

resonance angiography. 
 
 

35 

 
 

Workflow of radiomics in neuro-oncology. 
 A, After preprocessing steps, multimodal MR images are segmented by using automated or 

manual methods. 
 B, This is followed by feature extraction with use of a variety of different techniques.  
 C, Machine learning methods are then trained on the features to generate models of underlying 

molecular markers and predict survival. 
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 Deep learning models can be used for performing each of the described steps individually or in 
a more comprehensive fashion (bottom pathway of figure).  

 EGFRvIII = epidermal growth factor receptor variable III, 
 IDH = isocitrate dehydrogenase,  
 MGMT = O6-methylguanine-DNA-methyltransferase 

 

23 

 
Representative image of trigeminal involvement in FLAWS. 

 The arrowhead illustrated the cisternal trigeminal nerve, root entry zone (REZ) and 
nuclear zone (patient 15).  

 From left to right are INV2, INV1, UNI and FLAWS images from the FLAWS-MP2RAGE 
 sequence.  
 FLAWS-MP2RAGE, fluid and white matter suppression based on the magnetisation-prepared 

2 rapid acquisition gradient echoes 
 

23 

 
 
 



AAACNN 62b-I am(Intell. Augmented  Med.)Neuro Surgeon                                                          464 

 

24 

 
Visual segmentation results of TransXAI on Axial and Coronal views 

 Predictions for three BraTS 2019 Challenge LGG samples (left) and HGG samples (right).  
 Tumor regions are color-coded, with the ET shown in green, the TC including both green and 

red regions, and the WT representing all the segmentation classes. 
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Glioma 

 

 

Landscape of diffuse gliomas 

 
35 

 
 

Genomic and radiogenomic landscape of diffuse gliomas 
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24 

 
Glioma sub-regions in a sample scan from the BraTS 2019challenge database. Image patches show 
the different modalities of T1, T1Gd, T2, FLAIR, and annotated expert-labeled tumor segmentation. 
Ground 
truth segmentation is provided for the enhancing tumor (blue) surrounding the non-enhancing necrotic 
tumor 
core (green) visible in T1Gd, and (b) the peritumoral Edema (yellow) visible in the FLAIR, 
respectively. 
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MRI + 
xAI 

 

24 

 
Impact of MRI input modality in the detection of different tumor labels. 

 The first row shows the input MRI sequences and the ground truth annotations.  
 The following rows correspond to label 1 (the necrotic tumor core),  
 label 2 (the peritumoral edema), and label 4 (the enhancing tumor).  
 In the saliency maps, warmer regions represent a high score for the specified label detection 
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24 

 
Saliency maps for implicit concepts (left) and explicit concepts (right) 

learned by individual filters of the CNN model. 
 It is interesting to note that there are no labels for implicit concepts in the training dataset. 
 Warmer regions represent a high score for the specified concept in the prediction map.  
 Note that EB and DB denote the encoder and decoder block layers, individually. 

 
24 

 
Applying grad-CAM to a sample glioma segmentation CNN model 
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24 

 
Overall proposed TransXAI pipeline for visual justification of glioma segmentation in brain MRI 

using a hybrid CNN-Transformer architecture 
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CNN-Transformer  
brain segmentation network from mpMRI 
 

24 

 
 

The architecture of the hybrid CNN-Transformer brain segmentation network from mpMRI 
volumes. 

o Input : 2D multimodal MRI of T1, T1Gd, T2, and FLAIR with a patch spatial resolution of 
192 × 192 × 4.  

 CNN:  Has 8 convolution neural blocks (blue boxes),  
 each consisting of two successive convolutional layers 3 × 3,  
 BN layer; ReLU activation 
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Exoscope-Assisted  
Spine Surgery  

 
25 

 
Limitations and ethical challenges in exoscope-assisted spine surgery 

 

 

Future Prospects  
with exoscope-Assisted  

Spine Surgery 
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25 
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Nn_U-Net 
“No new U-Net.” 

 
26 

 
3D comparisons of segmentations generated by our nnU-Net models and 

Mesh Growing Algorithm (MGA) (denoted row-wise in the margins). 
 These visualize brain (left column, white),  
 Skin (middlecolumn, brown), 
 Ttumor (red, right column) and ventricles (blue, right column).  
 The annotations in red indicate the same region in each segmentation with a notable difference 

in quality.  
 The MGAoversegmented the tumor in this particular patient 
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26 

 
 

Example sagittal slices from our test set 
o Indicates difference in craniocaudal FOV, with the  

o Automatic brain (white), tumor (red) and ventricle (blue) segmentations overlaid. 
o Each slice is positioned to display the bulk of the tumor. 
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o The top row are examples from Center A,  
o Bottom row are examples from Center B.  
o Red arrows are used to indicate false positives in the tumor segmentation 

 
26 

 
Typical example segmentations on two different patients 

 (left: Center A, right: Center B) generated by our nnU-Net models. 
 Brain segmentation is made transparent,  

o to allow visualization of the underlying anatomy.  
 Ventricle segmentations are blue 
 Tumor segmentation is green  
 Ground truth for the tumor is purple 
 Red arrows indicate false positive segmentations 
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boxplot  
showing performance of the MGA and 

nnU-Netmodels  
side by side 

 
26 

 
 

A boxplot showing performance of the MGA and our nnU-Net models side by side. 
 Various anatomical structures are displayed in each row of plots, used metrics are displayed in 

the columns. 
 Note that the y-axes are independent to maximize visibility, and the HD95 and ASSD plots 

have a logarithmic y-axis 
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Telecommunications’ room of  
Neurosurgery Research 

 
27 

 
 

Telecommunications room of the Neurosurgery Research 
 Department at Barrow Neurological Institute. 
 Servers with high storage capacity receive high-resolution video recordings from the 11 

operatingrooms.  
 

AI + neurosurgery system 
 

28 
A high-level overview of the proposed AI for neurosurgery system 

 
 Top layer contains the proposed AI4Neurosurgery modules that 
 integrates AI, specifically deep learning, into the medical imaging software 
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28 

 
Main user interface of the AI4Neurosurgery application 

 
28 

 
 

The architecture of the enhanced 3D brain segmentation network (3D DeepSeg) for brain tumor 
segmentation from mpMRI volumes. 

 Input is a 3D multimodal MRI of  
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o T1, T1Gd, T2, and FLAIR with a  
o patch spatial resolution of 192 × 224 × 160.  

 The CNN network has 24 convolution neural blocks (blue boxes),  
 four downsampling blocks (orange boxes),  
 four upsampling blocks (grey boxes), and  

 final softmax output layer (green box). 
 

28 
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Sample multimodal MRI sequences 

from the BraTS 2022 database showing brain tumor pathologies. 
 Shown anti-clockwise from the top left: (a) T1W, (b) T1Gd, (c) T2W, (d) FLAIR, and (e) 

ground truth. 
 Green, yellow, and blue indicate necrosis, edema, and non-enhancing tumor, respectively. 

 
28 

 
Use case diagram of 

proposed AI-for-Neurosurgery application 
to evaluate the system’s 

usability and functionality 
in a pre-clinical setting 

 

 

AI+Neurosurgey system for 
glioma  
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28 

 
An example use case scenario for evaluating the proposed AI4Neurosurgey system 

in high-grade brain glioma surgery. 
 ( a) The DeepSeg module, responsible for automatic brain tumor segmentation using deep 

learning.  
 (b ) The Segment Editor module is responsible for creating and 
 editing segmentations using manual and semi-automatic tools, enabling neurosurgeons to 
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modify and adjust the segmentation results as necessary. 
 (c ) The Segment Statistics module computes intensity and geometric properties for each 

segment 
 

28 
Assessment of the usability via SUS, statements are summed for 
presentation, rating 1 (=strongly disagree) to 5 (=strongly agree). 

 
 

AI ; Software;  
GOF (Accuracy) 

 
31 
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Hematoma volume 

 
33 

 
3D Scatterplot of age, hematoma volume, and midline shift 

 Gradient : represents distribution of midline shift 
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33 

 
 

Average midline shift (mm) with 95% confidence interval 
 Regressed over hematoma volume (ml)  

o For older patients (>70 years) and younger patients (≤70 years 



AAACNN 62b-I am(Intell. Augmented  Med.)Neuro Surgeon                                                          485 

 

 
33 

 
 

Average ratio of midline shift divided by hematoma volume (mm/mL) 
 With 95% confidence interval regressed over age (years) 
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33 

 
 

Flowchart of patients meeting inclusion for volumetric analysis 
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Neuro-oncologic imaging 

 
35 

 
 

Treatment response in neuro-oncologic imaging 
 

 After standard-of-care treatment with combined radiation therapy and chemotherapy, 
increasing T2–fluid-attenuated inversion recovery (FLAIR) signal intensity abnormality and 
new and/or increasing size of enhancing lesions are often seen  

 Artificial intelligence (AI )–based “virtual biopsy” could assist in distinguishing underlying 
biology and segregating treatment response into three possible categories: true progression 
(>75% recurrent and/or residual glioma at pathologic examination), mixed response (25%–75% 
recurrent and/or residual glioma at pathologic examination), and pseudoprogression (>75% 
treatment-related changes)  

 Categories dictate distinct therapeutic approaches  
 In this example, the new enhancing lesion was found to represent 100% treatment-related 

changes at pathologic examination, with few atypical cells 
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Predictive maps of tumor infiltration 

 
35 

 
 

Predictive maps of tumor infiltration 
 Multimodal pre-operative conventional and advanced MRI data  
 Analyzed with support vector machines to generate an estimated infiltration map  

o overlaid on postcontrast T1-weighted image (red areas signify higher risk)  
 Postcontrast T1-weighted MR image obtained  

o at 6-month follow-up (right) demonstrates area of recurrence near site of highest 
predicted infiltration (arrow) 
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35 

 
 

Predicted tumor cellularity map 
 Left, voxelwise linear regression model was applied to multimodal preoperative MRI trained 

on automated cell counts of biopsies localized to different regions on MR image and 
o used to generate a map of predicted cellularity (red areas signify more cells)  

 Right, photomicrographs of biopsy specimens from regions of tumor with high and low 
cellularity (hematoxylin-eosin stain; original magnification, ×400) (Reprinted, with permission) 
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42 
Barriers and solutions for integration of AI into brain tumour surgery 

 
 

 

 

Brain MR  
neuro-oncologic imaging 

 
35 

Schematic of future artificial intelligence–based neuro-oncologic imaging and clinical 
management workflow 

 
 

 A, Initial lesion detection and analysis system would generate a probabilistic differential of 
lesion(s) seen on patient’s initial brain MR image (precision diagnostics). It would also 
recommend additional useful imaging examinations, laboratory tests, or tissue sampling.  
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 B, Glioma-specific module could make personalized predictions of molecular markers, 
survival, and treatment responses (precision diagnostics), thereby recommending optimal 
treatment plan(s), which would be continuously updated on the basis of follow-up imaging 
(precision therapeutics).  

o CNS = central nervous system, DTI = diffusion tensor imaging, EGFR = epidermal growth 
factor receptor, EGFRvIII = epidermal growth factor receptor variable III, IDH = isocitrate 
dehydrogenase, MGMT = O6-methylguanine-DNA-methyltransferase, TTFields = tumor-
treating fields 

 

 

AI-Brain  

 
 

37 

 
 
 

Schematic overview of AI techniques, subdomains, and  
potential medical applications 

- Application examples are not exhaustive  
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+ AI methods have potential applicability to a 
o  wide range of clinical tasks, 

 from logistical andsecretarial in nature, to 
  critical diagnostic, decision-making, and interventional tasks 

 

 

Learning (Machine – AI) 

 
37 

 
 
 

Machine learning & 
subdomains of supervised, unsupervised, reinforcement learning  

in clinical tasks 
 Supervised learningutilizes regression techniques  

o may be utilized for clinical prediction tasks like  
 prognostication and 
  predicting treatment responses 

 
 Unsupervised learning involves clustering data using features in the data, and 

o  its most obvious uses are for  
 identifying features in radiological 
 scans or clinical images, or  
 identifying clinically pertinent data clusters  

 Unsupervised learning techniques may be  
 utilized for patient selection, diagnostics, or  



AAACNN 62b-I am(Intell. Augmented  Med.)Neuro Surgeon                                                          493 

 

 other tasks requiring pattern recognition 
 

 Reinforcement learning 
o utilizes the concept of an “intelligent agent” assigned a particular goal  
o It navigates its environment on its mission, and  
o is rewarded for every action it takes that brings it closer to its goal, and 
o punished for every action taking it further from its goal  
o Consequently, the algorithm learns to maximize its reward and complete its task as 

efficiently aspossible 
  It may be utilized for bureaucratic tasks like resource allocation, or potentially 

in the control mechanisms of autonomous surgical robots and adjuncts 
 

37 

 
 
 

schematic representing noninterventional clinical workflow tasks 
 comparing humans, traditional machine learning, deep learning  
 1, The data source is comprised of 

o  any clinical investigative data that are used to arrive at a diagnosis, prognosis, or 
clinical decision 

o In neurosurgery, this may involve pathological reports (consisting of histology and 
molecular information), radiology studies (various sequences e.g., CT and MRI), 
demographics (eg, age, sex), and  

o any other relevant clinical data (eg, medical comorbidities, blood investigations, etc).  
 
 2, The data are (historically and at present) chosen and interpreted by humans; however, both 
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machine learning and deep learning may see increasing use in the future 
 

 3, Feature selection refers to the selection of relevant data characteristics 
that are considered 
relevant to making an informed decision based upon the data present, and 
the desired task. For both nonautomated and limited machine learning 
capabilities, feature selection must be conducted by the human operator. A 
deep learning algorithm is able to perform both feature selection and 
classification tasks (4) itself.  

 4, Classification 
entails the analytical portions of the task, whereby the data are stratified 
into categories, for example, whether a tumor appears malignant or not. 
Humans perform these tasks traditionally, based upon their knowledge and 
experience; this may however entail nonquantitative intuitive cognitive 
processes. Traditional machine learning algorithms use the data that have 
already been censored (ie, it is fed only data that the human operators feel 
are relevant for it to complete its job) to classify the data into 

 the categories relevant to the task at hand. A deep learning algorithm is 
autodidactic, and can perform feature selection and classification itself. 
Both feature selection and classification processes may, if subsequently 
analyzed, be significantly different from how a human would approach 
data analysis tasks.  

 5, The output consists of the diagnosis, prognosis, or decision fulfilling the 
purpose of the clinical workflow 

 

 

AI + Surgery Neuro-  
Pre- / Intra- / Post-Operative  

 
 

42 
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Potential clinical impacts of AI in the neurosurgical management of 
brain tumours,  

in the pre-operative, intraoperative, and post-operative phase 
 

43 
Literature Search Method 

 
 

PubMed and Google Scholar were searched 
 AI-related keywords; 
 English literature published from inception to May 2023;  
 Observational studies, case–control studies, cohort studies, clinical trials, meta-analyses, 

reviews, and guidelines 
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48 
PRISMA  

(Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 

 
Study selection process according to flowchart. 

! Reason 1- Subject not relevant to Neurosurgery.  
! Reason 2- Individual case reports 
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AI +  
Neuro [Diseases /surgery] 
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Potentials of AI in neurosurgery 
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Convolutional neural network 
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Proposed system architecture  
for finding linear and nonlinear access paths  

for neurosurgery 
 

45 

 
 (A, B) Cavernoma appearance on axial (A) and coronal (B) contrast-enhanced T1 cranial MRI 

images.  
 (C,D) The anatomical relationship of the corticospinal tract, superior fronto occipital fasciculus, 

and corpus callosum transverse fibers with the cavernoma is shown in sagittal and axial MRI 
tractographyimages. Due to the mass effect of the cavernoma, displacement of the superior 
fronto occipital fasciculus was observed. 
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45 

 
Labeling using contrast-enhanced T1 axial image of cranial MRI. 

 ( A ) Superior sagittal sinus marked in red at the vertex’s midline.  
 (B ) Superior sagittal sinus marked with red in the midline in the supraventricular area, 

precentral gyrus marked with green, postcentral gyrus marked with turquoise, superficial 
cortical veins marked with pink on the left and dark yellow on the right adjacent to the bilateral 
frontal lobes.  

 (C  ) Right basal ganglia and thalamus marked with yellow in the right cerebral hemisphere at 
the ventricular level; left basal ganglia and thalamus marked with light red in the left cerebral 
hemisphere at the ventricular level, Broca’s area in the left frontal lobe with light yellow, 
Wernicke’s area posterior to Sylvian fissure marked with orange; The anterior cerebral arteries 
are marked in light green anteriorly in the midline, the corpus callosum splenium in green and 
the sinus rectus in blue in the midline posteriorly.  

 (D ) Right postcentral gyrus marked red, cavernom/tumor marked yellow-green, pericallosal 
artery marked blue on the midline and posterior inferior frontal artery marked blue 

 

45 

 
The research algorithm was created for time efficiency compared with the time-consuming RL 

algorithm. 
 The goal is to find the most ideal cranial entry points.  
 Machine learning was not used in this method.  
 Cranial entry points were scored using the equivalent areas and tumor location in Table 1 and 

compared with each other.  
 

+ With this algorithm, 
o  it was possible to sort by five most ideal entry points, 10 entry points, or worst entry 

points.  
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o In addition, this algorithm provided a linear access path to tumor tissue in the shape of 
a rectangular prism or cylinder. The entrance area in the images was determined as 1.5 
cm2.  

 
o The algorithm has been adjusted to allow this area to be increased or decreased.  

 
o This algorithm can be useful in tubular operative systems or rigid endoscopic systems.    

 
o  In this study, we took these points (the most ideal 4,900 points) as the starting points 

of RL. Image(A,B) are the ideal best rated and image (C) the worst-rated sample entry 
points 

 
 

45 
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System architecture for finding linear and nonlinear access paths for brain surgery 
 

45 

 
 

Most ideal cortico-tumoral approach is recommended by RL 
 Images were added one after another to show the nonlinear pathway 

o RL extracted the most optimal pathway by performing a random-onset point analysis of 
the entire intracranial area. Demonstration of the approach reaching the tumor from the 
base of the postcentral sulcus 

 
o (A ) showing the pathway in coronal sections  
o (B ) Showing the pathway in sagittal sections 
o ( C) Showing the 3-dimensional pathway with image processing 

 
 

 



AAACNN 62b-I am(Intell. Augmented  Med.)Neuro Surgeon                                                          502 

 

47 

 
 

AI : artificial intelligence, ML : machine learning, ANN : artificial neural network, DL : deep learning 
 

47 
Recent research in the eld of neurosurgery 

 by analyzing images with artificial intelligence 

 



AAACNN 62b-I am(Intell. Augmented  Med.)Neuro Surgeon                                                          503 

 

 
 

47 
Recent research in the eld of neurosurgery by predicting with artificial intelligence 

 
 

 

 
 

 

 
 

Robots +  
[ Surgery  + Neuro-]  
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Robots—in-Medicine 
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Major classifications of Robotic Machines in Neurosurgery 

 degrees of freedom. 
 i) ROSA  
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 ii)Neuromate 
 iii) Da Vinci 

 

 

 

Unanswered research questions 
That may pave the way 

For future research 
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Absolute and the cumulative number of publications involved neurosurgery and 
artificial intelligence in their title or abstract over the past decade. 
 
 Database PubMed 

o Search Words: Neurosurgery OR neurological surgery OR brain surgery  
o AND artificial intelligence OR machine learning OR deep learning  

o title or abstract 
o  from 2010–2020. 

 

 

 
 

Relationship between  
artificial intelligence,  

machine learning 
and deep learning. 
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 AI aims to mimic the intelligent behaviour of humans 

 
 ML as a branch of AI  

 uses statistics and computer sciences to improve the performance of machines 
as experience accumulates.  

 
 DL uses multi-layered neural networks to learn computation 

 Figure was made using Biorender 
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An overview of multilayer perception 

! in the context of the artificial neural network  
! of deep learning model  
! with multiple interconnected layers.  

o The figure was made using Biorender 
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Role of AI in neurosurgery. 

 AI helps  neurosurgery in 
 Pre-operative work, 
 Intra-operative surgical procedures, 
 Postoperative follow-up, 

 Improving clinical research and  
 Expanding access to healthcare.  

Figure was made using Biorender 
 

 

 



AAACNN 62b-I am(Intell. Augmented  Med.)Neuro Surgeon                                                          511 

 

 

Brain-computer interface (BCI) Overview 

 

50 

 
 
 AI working together with BCI restores and enhances the sensory and motor functions of the 

central and peripheral nervous systems.  
 AI can improve BCI by facilitating audio sensation, somatic sensation, visual sensation, and 

etc.  
o Microelectrodes can pick up the signal from the brain and 

 transfer them to AI for processing.  
o AI can process the signal and extract meaningful features from them,  

o for example, remove the background noise from the readings, 
o identify the logic in the data and  
o produce a coherent outcome [98,100]. 

o Feedback from the outcome can then be sent to the cortex to adjust the function, thereby 
providing a real-time adjustment of the behaviour.  

The figure was made using Biorender 
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The neurosurgical patient pathway and examples of AI’s roles at each stage 
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Virtual reality& Medicine 
related timeline 
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Bridging Neuroscience and Data Science: Simulating the Human Brain’sDecision-Making Mechanism 
 

 
ChatGPT Uses 
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Novel application of virtual reality in patient engagement for  

deep brain-stimulation: A pilot study 
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A surgeon using the AI trainer on a dummy "patient 
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Workflow of radiomics in neuro-oncology. 
 A, After preprocessing steps, multimodal MR images are segmented by using automated or 

manual methods.  
 B, This is followed by feature extraction with use of a variety of different techniques.  
 C, Machine learning methods are then trained on the features to generate models of underlying 

molecular markers and predict survival. Deep learning models can be used for performing each 
of the described steps individually or in a more comprehensive fashion (bottom pathway of 
figure).  

 EGFRvIII = epidermal growth factor receptor variable III, 
 IDH = isocitrate dehydrogenase,  
 MGMT = O6-methylguanine-DNA-methyltransferase 

 


